What Is Behind

the Capital Spending Boom?

Business-fixed investment (BFI) has grown, on average,
at a much faster pace so far in this recovery than in
previous recoveries. In particular, business equipment
spending, by far the largest component of BFI, rose 39
percent over the last seven quarters since the recession
trough in 1982-1V, compared with about 16 percent
average growth over the corresponding period of earlier
postwar recoveries (Chart 1). Many analysts argue that
the unusual strength of business investment 1s the resuit
of changes in business tax policy enacted under the
Economic Recovery Tax Act (ERTA) of 1981 and the Tax
Equity and Fiscal Responsibility Act (TEFRA) of 1982."
These changes are widely believed to have boosted
business investment spending by lowering the cost of
investing in plant and equipment. In addition, some
argue that tax policy changes have created a highly
optimistic climate about the future course of general
economic conditions and this new wave of optimism or
“animal spints”, so the argument goes, ts an important
element behind the recent investment boom.

If the view that the recent investment boom resulted
from the 1981-82 business tax changes s correct, it has
important implications for any further reforms of busi-
ness taxation. In particular, the repeal of several
important provisions of the 1981 ERTA, as proposed by
the Treasury, would be expected to have a significant
adverse impact on business investment Some analysts,
The authors would like to thank both Paul Glotzer and Sally Moran
for their competent research assistance

'For example, Paul Craig Roberts, “Consumption Should Not Get
Credit for the Expansion”, Business Week, July 23, 1984, Maggie
McConas, “Did Supply Side Incentives Work?" Fortune, November
26, 1984, and Chamber of Commerce of the United States,
Economic Qutlook, July 1984 and October 1984

in fact, believe that the current debate on tax reforms
1s already beginning to discourage business investment.?

We examined the effects of the 1981-82 business tax
changes on investment by using two standard econo-
metnic models—one is fashioned after the FMP model;
the other, after the BEA model. (Note that in neither
case, however, did we use exactly the same specifi-
cations as the one presently in use at the Federal
Reserve Board or at the Bureau of Economic Analysis.
For details, see the appendix.) More specifically, we
compared the out-of-sample forecasting performance of
these models in the recent period with that in earlier
periods. Our presumption was that if changes in long-
term expectations and new animal spirits have
unleashed significant amounts of further investment
spending, the standard models would underpredict
actual business investment. More generally, their fore-
casting performance would be considerably weaker after
tax policy changes than before. In addition, we looked
at the direct influence of changes in business tax policy
on investment through their effects on capital cost van-
ables in the standard models.

Our analysis indicates that the conventional econo-
metric models track BFl spending as well in the 1980s
as in earlier perniods. This suggests that the recent
behavior of capital spending 1s not matenally different
from past experience However, our analysis does sug-
gest that business tax changes under ERTA/TEFRA
significantly reduced capital costs below what would
have existed under the pre-1981 tax laws. But judged

2For example, Gary Hector, “Business Planning in a Tax Turmoll”,
Fortune, November 26, 1984
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in terms of the FMP model, these tax changes appear
to have contnibuted only about one-fifth of the 1983-84
growth in capital spending That impact s not insub-
stantial, yet 1t clearly cannot be considered the principal
factor behind the sharp increase in investment during
this recovery Further investigation suggests that a larger
share of the 1983-84 investment boom s attributable to
two other tactors the personal income tax cuts under
ERTA and the sharp drop in interest rates in 1982
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Empirical strategy and basic estimates

The FMP and the BEA econometric models have long
track records and are generally well known among
economists They also accord business taxes and
interest rates significant roles as explanatory variables
(appendix) In both models, changes in the business tax
code affect BFI spending only insofar as they impinge
on the marginal cost of capital goods In principle, the
margtnal cost of capital goods 1n a given period s the
incremental cost of expanding output, incurred by uti-
hzing an extra unit of capital goods for one period This
is also equal to the cost of “hinng” that capital good
for one period Naturally, the renter of the good would
want to be paid enough to cover actual physical
depreciation plus the opportunity cost of the tied-up
funds The tax laws impinge on this cost in two ways
they set a schedule for depreciation deductions, and
they allow a portion of the purchase price of the capital
good to be deducted immediately through the invest-
ment tax credit (ITC)

However, changes In business tax policy could influ-
ence investment spending in other ways as well by
generating optimistic expectations about long-term
economic prospects for the economy, they could
improve the general business climate This could, In
turn, lead to higher investment spending through
increased effort and the application of new technology.
Unfortunately, there are no explanatory variables in the
standard econometric models to capture this type of
effect If this effect were substantial, the forecasting
performance of the conventional models ought to be
sigmficantly weaker for the recent period than for earlier
periods, specifically, these models would be likely to
underpredict the actual change 1n investment

In what follows, we first deal with the recent fore-
casting performance of the FMP and the BEA models
and then with the impact ot the 1981-82 business tax
changes on investment spending in the context of those
models We begin by estimating the two models over
two sample periods, 1956 or 1958 to 1973 and 1956 or
1958 to 1979 Both the FMP and BEA models distin-
guish between equipment and structures and differ in
their treatment of each Thus, In re-estimating the
models, separate equations were run for producers’
durable equipment (PDE) and non-residential structures
(NRS) The estimates are satisfactory in terms of the
usual statistical critenia (see the appendix for detatls of
the estimates) and closely conform to those in previous
studies

Based on these estimates we ran three separate
experiments

e The first experiment assesses the models’ fore-
casting accuracy over 1980-84 as a whole This



tells us something about the investment tracking
performance over what can fairly be described as
a tumultuous perniod
® The second experiment examines the models’
forecasting accuracy and prediction bias before and
after the 1981 ERTA. This allows us to see If there
iIs any deterioration 1n how well the models track
after ERTA

e The third expeniment compares the models’ fore-
casting accuracy and prediction bias over the 1982-
84 cyclical swing with the 1974-76 episode Here
we are particularly interested in knowing whether
the tracking performance of the models I1s worse In
the current recovery than in the comparable period
of the 1975-76 expansion

In addition, we re-estimated the investment equations
over successively longer periods starting with 1974,
generating out-of-sample forecasts for two years beyond
the sample periods A comparison of out-of-sampie
forecasts from this experiment provides an additional
basis for judging any significant changes in the fore-
casting performance of the standard econometric models
over the recent period

In considering these various experiments, our basic
objective 1s to see whether the prediction errors from
the model forecasts are larger in recent years, espe-
cially in 1983-84 than in earlier periods. More generally,
we are Interested in any significant changes in the
forecasting performance of the models Our presumption
i1s that if ERTA and TEFRA wrought fundamental
changes In the economy, the standard models would
exhibit a long string of unusually large forecast errors
implying a structural shift In judging the out-of-sample
forecasts we utilize two conventional statistics—the
mean or average error (ME), and the root mean squared
error (RMSE) The first one 1s a measure of bias In
forecasts and indicates the extent of underprediction or
overprediction The second one 1s a measure of forecast
accuracy, it is the square root of the average squared
deviations of the predicted from the actual values. This
notion of “average" forecast error differs from the more
commonly used mean absolute error only In that it
assigns heavier penalties to larger errors

Analysis of out-of-sample predictions

The forecasting performance over 1980-84

The out-of-sample forecasts of the quarterly changes in
real producers’ durable equipment (PDE) and real non-
residential structures (NRS) do not exhibit any signifi-
cant bias and appear to be reasonably accurate (Chart
2) Indeed, in the case of PDE, the FMP model accu-

rately pinpoints the 1981-lll and 1982-1V turning points.
(The abibity to anticipate turning points I1s widely beheved
to be a key element in assessing a model’s credibility.)
The BEA model does almost as well in forecasting
turning points, but misses the 1982-1V trough by one
quarter Also, both the FMP and BEA models are able
to capture the broad upsweep in PDE spending during
the current recovery From 1982-1V to 1984-lIi the actual
increase In real PDE amounted to 39 percent. The
FMP’s forecast called for a 35 percent increase and the
BEA's for a 33 percent gain

The predicted changes in real NRS spending are less
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accurate than those for PDE, especially at the beginning
ot the recovery. Comparatively large misses were
recorded in the first half of 1983 when both models
predicted increases in real NRS spending whereas it
actually continued falling. The pattern of NRS spending
just before and just after the 1982 business-cycle trough
was very unusual. Even a tightly fitting statistical model
would have had a difficult time in tracking this experi-
ence, and both the FMP and BEA models leave a lot
of the quarterly variation in NRS spending "unexplained”
(appendix). This spending component has always eluded
economists’ efforts at modeling.

Still, on a more positive note, both models did antic-
ipate the turning points in real NRS spending, although
not the exact timing. And the models can be credited
with foreseeing the broad contours of the recovery. Over
the four quarters ended in 1984-1ll, the actual increase
in real NRS amounted to $8.8 biliion, while the predicted
Increase was $6.8 billion for the FMP model and $8.5
billion for the BEA model.

A comparison of the out-of-sample predictions

before and after ERTA

This experiment was designed to reveal whether the
forecast errors exhibit any tendency to be larger after
the passage of the 1981 ERTA. The out-of-sample
forecasts for 1980-1 to 1981-1ll were compared with
those for 1983-| to 1984-Ill; the first period predated the
major changes in the tax code while the second post-
dated them (Table 1)

In the case of PDE, the forecasts underpredict a bit
in both periods and actually turn out to be somewhat
more accurate over the later period. This outcome
suggests that the changes in the tax code did not result
In structural instability in the investment equations. In
the case of NRS, however, the forecasts overpredict
very shghtly over 1983-84 but the average prediction
errors turn out to be wvirtually identical over the two
periods. There i1s no significant evidence of a deterio-
ration in forecasting performance due to the hberal-
1zation in the tax code.

A cyclical comparison of out-of-sample predictions

Based on the estimates for the penod through 1973, we
compared the forecasting performance of the FMP and
the BEA models over the 1982 downturn and the 1983-
84 upturn with the corresponding cyclical episodes In
1974 and 1975-76. This 1s a stronger test of the fore-
casting performance in that the bias and accuracy are
being judged for up to ten or eleven years beyond the
estimation period rather than just three or four years
outside the sample. The findings from this experiment
are broadly similar to those from the previous one. the
models do not exhibit a large systematic underprediction

bias in the recent period relative to the comparable
peniod in the mid-1970s, and the overall forecasting
accuracy, at least of the FMP model, 1s roughly similar
over the two periods (Table 2).

The FMP-model forecasts track actual real PDE
spending quite well over both recession and recovery
periods The forecast errors over the 1983-84 period
are not significantly different from those over the
1975-76 recovery. There ts no evidence of severe
underprediction or overprediction bias. What little
bias there is 1s well within the hmits of statistical
probability.

The BEA model for PDE, however, appears to go
off track in the current recovery lIts forecast errors
are distinctly larger in the current recovery than
In the 1975-76 upturn. It could be argued that this
1Is symptomatic of an upward shift 1n the demand
for capital goods. But the fact that the FMP model
of PDE spending has stayed on track suggests that
the problem, whatever 1t is, 1s specific to the BEA
model.

The results for structures (Table 2, lower half) are
more difficult to interpret They do not suggest a sig-
nificant underprediction, but the forecast errors for the
1983-84 recovery are clearly larger than those recorded
for the 1975-76 upturn. The deterioration in forecasting
accuracy (r.e., as reflected in the higher RMSE) was
concentrated in the first two quarters of 1983; the
forecasts Iin those two quarters called for increases in
real NRS spending while actual outlays continued
falling Note that, this pattern does not bear out the
hypothesis that the 1981 business tax cuts have led to
increases in BFIl spending beyond what the traditional
models would project.

It's hard to know whether the higher observed values
of the RMSE for real NRS spending in the current
recovery are an “‘unusual” event The error statistics are
random vanables, and so one expects the reahzed
values of these statistics to vary to some extent. The
question 1s: are observed differences between realized
and predicted values “significant” in a statistical sense?
In this regard, it 1s worth noting that both the FMP and
BEA equations for structures did pass more formal
statistical tests for stabihty over the period 1958-84
(appendix)

Further evidence

One final experiment was undertaken by re-estimating
the investment equations over successively longer
periods and generating out-of-sample forecasts for two
years beyond the estimation period. For example, the
FMP equation for structures was first estimated over the
period 1958-1 to 1974-1V and then used to generate
forecasts for the next two years—from 1975-| to 1976-1V
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Next, the sample period was extended two years, the
model was re-estimated over the period from 1958-i to
1976-1V, and another two years of out-of-sample fore-
casts were computed—from 1977-1 to 1978-lV Alto-
gether, five different versions of each model were esti-
mated, and five correspunding sets of forecasts were
compiled

A comparison of the forecasts over successive two-
year intervals indicates that the error statistics are not
behaving in any systematic fashion (Table 3) For both
PDE and NRS, there 1s no consistent underprediction
(or overprediction) bias over the whole period. In the
case of PDE, the realized values of RMSE for both the
FMP and BEA models vary over fairly wide ranges, with
the more recent values lying close to the middle of the
range There 1s nothing In these results which suggests
that the FMP or BEA models have gone haywire since
the enactment of the 1981 ERTA. In the case of NRS,
the realized values of RMSE remain pretty stable until
1981. But from then on, the forecast errors begin to
swell, with the two biggest misses occurring (once
again) in the first half of 1983. However, given that the
models of NRS investment possess only limited
explanatory power, the errors are not outside the normal
statistical range for such models.

In sum, our analysis suggests that the FMP and the
BEA models track BFI spending as well over the last
few years as in earlier periods. And the out-of-sample
forecasts do not appear to exhibit any significant
underprediction bias in 1983-84.

Business tax policy effects on investment spending
through capital costs

Given that the FMP and the BEA models have remained
fairly stable, they can be used with some confidence to
infer, though not precisely, the extent of recent capital
spending attributable to changes in business tax policy
In this section, we do this in terms of the FMP model
More specifically, we assess the impact of the 1981-82
business tax changes on the marginal cost of capital,
and estimate the contribution of those changes to
Investment spending in 1983-84 by re-estimating the
FMP mocel

The 1981-82 business tax changes and the marginal
cost of capital

For businesses, the main feature of the 1981 ERTA was
its Accelerated Cost Recovery (ACR) system The new
ACR system vastly changed the business tax code 2
Among the changes, three are particularly important

3Joseph C Wakefield and Richard C Ziemer. “Federal Fiscal
Programs”, Survey of Current Business, February 1984
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e Tax-service lives (i.e., the penods over which assets
are to be depreciated for tax purposes) were low-
ered matenally

® The investment tax credit on eligible assets was
Increased. (Structures remained ineligible, as they
had been under the previous tax laws.)

® The tax rules governing leasing were hberalized
substantially to facilitate the transfer of tax benefits
from one party to another

The new ACR system was designed to reduce the
cost of capital goods And it succeeded In doing so We
use the FMP's specification of the tax laws—both before



and after ERTA—to calculate the impact of the new ACR
system on the marginal cost of capital goods.* For
equipment the present value of the tax-allowable
depreciation deductions 1s estimated to have been
raised 13 percent under ERTA. These and the other tax
changes translate into a 6.3 percent decrease in the
marginal cost of equipment (Chart 3). For structures the
changes were even more dramatic. Under ERTA, the
present value of depreciation was increased 134 per-
cent, and the marginal cost of these capital goods
declined an estimated 15 percent.

One year later, TEFRA was enacted, and it undid
some of the liberalization of ERTA. For businesses the
main provisions were

® The scheduled acceleration in depreciation write-
offs due in 1985 and 1986 (1.e, the move to 175
percent declining balance in 1985 and then to 200
percent dechining balance in 1986) was repealed.

e A “basis adjustment” was adopted to offset part of
the ITC. Accordingly, tax payers who claim an ITC
are required to reduce the cost-base of that asset
(i.e., the dollar amount on which depreciation write-
offs are figured) by half the ITC

e The Safe-harbor Leasing laws were repealed and
replaced by a somewhat hberalized version of the
pre-1981 leasing laws

These changes raised the marginal cost of equipment
and structures slightly Yet that cost remained well below
the levels that would have existed under the pre-1981
tax laws (Chart 3) According to the Bureau of Economic
Analysis, the combined net ERTA/TEFRA tax savings to
businesses will end up amounting to roughly $22'/2 bil-
lion over 1983-84, or $10 billion n constant 1972
dollars.s

Some observers have noted that the unusually high

4The FMP mode! defines the marginal cost of capital goods 1n
basically the same way as it appears 1n the appendix The tax terms
in the expression for R, were duly modified to reflect the ERTA of
1981 For equipmenl the tax-service hfe was lowered from 10 5
years to 4 6 years, the depreciation method was changed to 150
percent declining balance, with a half-year convention, and the
investment tax credit was raised from 8 8 percent to 9 2 percent For
non-residential structures the tax-service life was lowered from 40
years to 15 years, and the deprectation method was changed to 175
percent declining balance No attempt was made. however, to model
lhe changes in the leasing laws (For one attempt at doing so, see
Alan J Auerbach, “Corporate Taxation in the United States™,
Brookings Papers on Economic Activity, Number 2, 1983 ) But note
that the leasing laws were tightened substantially under the TEFRA
of 1982

SWakefield and Ziemer, op cit

interest rates prevailing in 1981-82 blunted the impact
of ERTA on the marginal cost of capital goods. The
argument is that “...the effect of the tax cuts in stimu-
lating non-residential fixed investment has been more
than offset by the upward pressure on real debt and
equity costs'.©

Under this line of reasoning, the 1981-82 business tax
cuts have contributed supposedly nothing at all to the
recent boom This view seems to rest on the strong
assumption that the reduction in the marginal cost of
capital goods was fully offset by the rise In interest rates
assoclated with ERTA. This 1s a questionable assump-
tion, especially insofar as changes in the business tax
code are concerned

The role assigned to high interest rates under the
above argument 1s also somewhat misleading. High
interest rates did indeed blunt the impact of the tax cuts,
but rates did not remain uniformly high after 1981.
Subsequent to the adoption of the ACR system at the
beginning of 1981, the marginal cost of capital goods
continued rising throughout the year and peaked in early
1982 at a level well above where 1t had stood at year-
end 1980—just prior to ERTA. This rise was due partly
to a run-up in interest rates and partly to the upward
creep in capital goods prices The line in Chart 3
labeled “constant interest rates” illustrates what the
marginal cost of capital goods over 1981-84 would have
been under ERTA if interest rates had stayed constant
at the 1981-1 level. Note that, this line runs below the
one for actual marginal cost until late 1982.

After peaking in early 1982, the marginal cost of
capital goods then fell precipitously, primanly refiecting
a sharp decline in interest rates. This drop 1n the mar-
ginal cost was between three and five times greater
than past cyclical declines And by early 1983, the
marginal cost of capital goods had fallen below what it
would have been If interest rates had heid steady at the
1981-| level In the absence of the unusually sharp fall
In interest rates and consequently in the marginal cost
of capital goods, the 1983-84 recovery 1n investment
spending would probably have been weaker. We return
to this subject in a subsequent section

Effects on business investment

The FMP model allows us to estimate the effect of
changes In the marginal cost of capital associated with
the 1981-82 business tax changes on investment. By
assuming that tax-service lives, the ITCs, and the
depreciation schedules remained unchanged at their

SAdnan W Throop, "A ‘Supply-Side Miracle'?", Federal Reserve Bank
of San Francisco Weekly Letter, November 2, 1984 A similar
argument appears in the Congressional Budget Office, “The
Economic and Budget Qutiook An Update”, August 1984
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Table4

The Estimated impact of ERTA/TEFRA Business Tax 0uts on Capital Spending 1982-IV to 1984-lll
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Basedon the FMP model

pre-1981 levels, we re-estimated the FMP investment
forecasts. The rest of the ERTA package—specifically
the personal income tax cuts—was still presumed to
have occurred. The personal tax cuts stimulated
aggregate economic activity to a considerable extent,
and thereby buoyed capital spending. No attempt has
been made to net out those indirect effects of the per-
sonal tax cuts on investment.

The results of these counterfactual reruns of history
are presented in Table 4. They indicate that, even If
business taxes had not been cut, capital spending would
still have increased at a fast clip in the current recovery.
Two alternative pairs of estimates were derived for both
PDE and NRS. One pair takes into account the two
direct effects: (1) the higher marginal cost of captal
goods under the pre-1981 tax regime would have led
to lower BFI spending; and (2) lower BFI spending
would, in turn, have meant iower output (r.e., on a
dollar-for-dollar basis) and thereby dampened BFI
spending further These two direct effects account for
only about one-fifth of the cumulative increase in PDE
and NRS from 1982-1V to 1984-11l.

The other pair of estimates in Table 5 was derived
from a full-model simulation of the FMP model in order
to take account of the indirect feedback effects—the
“reactions” In other sectors of the model to the direct
effects. These full-model effects are somewhat greater
than the direct effects on investment.

What else "‘explains’’ the investment boom?
If the 1981-82 business tax cuts contributed only a small
part to the current investment boom, then where else
has the stimulus come from? The two main candidates
appear to be the personal tax cuts and the sharp fall
In Interest rates in late 1982

The personal tax cuts amounted to almost $50 billion
over 1983-84, according to the Bureau of Economic
Analysis No doubt these tax cuts contributed to the
vigorous revivals in housing, car sales, and consumption
spending, which nitiated the overall recovery. And
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once the recovery was under way, BFI spending followed
suit, thereby amplifying the activity in other sectors. This is
the standard relationship betwesen BF! spending, busi-
ness output, and the demand ‘or that output.

Insofar as the recovery in business output has been
unusually lIarge the cyclical expansion in BF| spending
would also have been unusually big. In fact, the 13'/2
percent |n?rease in business output over the first seven
quarters of this recovery has been larger than past
cyclical upturns. Over comparable periods in past
recoveries, the average increase amounted to 10'/2
percent. The faster business output growth in this
recovery relative to the average of previous recoveries
reflects, to a large extent, the stimulative effects of the
personal tax cuts.” With this in mind, we used the FMP
model to estimate how much smaller the expansion in
real PDE spending would have been if business output
had proceeded along the slower “normal” recovery path.
(The cychical upturn in real NRS has not been abnor-
mally large, and so we limited the analysis to real PDE.)
Our results indicate that real PDE spending over the
first seven quarters of this recovery would then have
been $7 billion, or 17'/2 percent, smaller.®

Additional stimulus came from a sharp fall in interest

"To the extent that the greater-than-average business output growth in
this recovery Is not related to the personal tax cuts, our estimates of
their contribution to investment are overstated

8This suggests that the whole ERTA/TEFRA package—including both
personal and business tax cuts—accounts for a substantial part of
the 1983-84 investment boom (around 40 percent of PDE investment
growth In terms of our estimates) A similar conclusion 1s reached
by Brayton and Ciark in their FMP simulations of the effects of the
whole ERTA/TEFRA package, which allow for a flexible output-
employment response but hold the growth rate of M1 constant See
Flint Brayton and Peter B Clark, “The Macroeconomic and Sectoral
Effects of ERTA Some Simulation Results”, a paper presented to the
Federal Reserve System Committee on Business Analysis, November
1984 The simulations from macroeconometric models indicate that
over the long run the positive effect of the personal income tax cut
on investment may prove to be transitory See Darrel Cohen and
Peter B Clark, "The Effects of Fiscal Policy on the U S Economy”,
Staff Studies No 136, Board of Governors of the Federal Reserve
System, Washington, D C, January 1984



rates in late 1982, which produced a substantial decline
in the marginal cost of capital goods. Over the four
quarters ended in 1983-il, the marginal cost of equip-
ment dechned almost 15 percent, while over comparable
periods of past recoveries, the average drop was only
2 percent. Once again we used the FMP mode! to
determine how differently investment spending would
have turned out if the marginal cost of equipment had
followed along the “normal” cychical path. We find that
real PDE spending from 1982-1V to 1984-Ill would have
been $6 billion, or 15 percent, lower.

To sum up, the personal income tax cuts and the
substantially steeper-than-average drop in interest rates
appear to account for about one-third of the growth In
PDE. Together these two factors seem to be more
important in explaining the recent investment boom than
the 1981-82 changes In business tax policy.

Concluding remarks

Our detailed examination of the out-of-sample forecasts
from the FMP and BEA models indicates that there i1s
no significant change In the investment tracking per-
formance of those models; they perform equally well
before and after the 1981-82 tax cuts, and about as well
In this recovery as in the 1975-76 episode. In particular,
there is no significant evidence of underprediction bias.
The models are not perfect. But they are presently no
more imperfect than they ever were.

The estimated models do shed some light on the
question: what's behind the investment spending boom?
An explanation was put together by searching for
irregularly sharp movements among the determinants of
investment spending included in the models. We
focused on the PDE component which accounted for
virtually all of the unusual strength in total BFI spending
From 1982-1V to 1984-Ill the total expansion in real PDE
equaled almost $43 billion (1972 dollars) Over past
cychical upturns, the “normal” or average recovery in
real PDE amounted to about $15 billion. Our estimates
suggest that the “extra” $28 billion comes from three
principal factors

® The 1981-82 business tax cuts: $8 billion in direct
effects;

® The faster-than-average recovery in business output
associated with the personal tax cuts under ERTA.
$7 bilhon; and

® The steeper-than-average fall in interest rates In
late 1982: $6 billion.

These three factors seem to account for all but about
$7 billion of the $28 billion discrepancy between an
average Investment recovery and the current recovery.
Of course, these estimates embody a margin of error,
but the orders of magnitude would seem to be plausible

It is obvious from this analysis that the 1981-82
business tax cuts do not provide the principal expla-
nation for the 1983-84 investment boom. But the esti-
mated one-fifth of capital spending growth attributable
to those cuts i1s not inconsequential. (Note that, this
estimated contribution I1s equivalent to nearly 30 percent
of the excess of investment growth in this recovery over
the average growth in previous postwar recoveries.) It
supports the argument that any significant changes in
business tax policy could have substantial effects on
Investment and capital stock.® More generally, any pro-
posals for reforming the tax code cannot afford to ignore
the possible adverse consequences for business
investment, and must attempt to weigh and balance
those consequences against other objectives that are
considered to be in the public interest

°So far the current debate on tax reforms has pard very hittle attention
to the possible effects of tax changes on investment This I1s
highlighted In a recent study which argues that the two major tax
reform proposals—the Bradley-Gephardt tax bill and the Kemp-
Kasten tax bill—incorporate substantial disincentives for investment
in plant and equipment See Joel L Prakken, Laurence H Meyer.
and Chns P Varvares, “Flat Taxes and Capital Formation”, Formal
Publication No 65, Center for the Study of American Business,
October 1984

Leonard Sahling and M. A Akhtar
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Appendix: The Estimated Investment Models

The FMP and BEA models of BFI spending are different
empirical representations of the same theory* In both
versions, the optimal or cost-mimimizing ratio of capital
to output 1s determined by relative prices, 1.e, the mar-
gmnal cost of capital goods (discussed below) relative to
the price of output The higher the marginal cost of
capital goods relative to output prices, the lower the
optimal ratio of capital to output
At a point in time, the “target-capacity” stock of capital
1s .equal to the optimal capital-output ratio times the
quantity of output firms wish to produce Should the
actual stock of capital be different from the “targeted”
one, businesses will close the gap by adjusting their
investment spending Suppose, for example, that the
actual stock exceeded the “targeted” one Businesses
would then slow down their investment spending to a
level below what was needed |ust to replace those
machines and factories that had worn out Gradually, the
stock of capital would shrink to the targeted level

The two models differ in two respects First, they .

define "desired” output differently The FMP model
assumes that it may be adequately represented as a
weighted average of current and past levels of actual
output The BEA mode! defines it as “permanent” output,
that 1s, actual output divided by capacity utihzation (This
definition:of permanent output i1s used only in the BEA's
equation for structures, actual output 1s used in the
equation for equipment ) Second, the two models adopt
different specifications of the adjustment of the actual
stock of capital to the “targeted” level Both models
presume that businesses close this gap by stepping up
or stowing down the pace of therr BFl spending The
FMP model depicts this as a gradual process but one
that 1s invanant to economic conditions Alternatively, the
BEA model also depicts this as a gradual process, but
allows the speed of adjustment to vary with economic
conditions

The margnal cost of capital goods
In principle, the marginal cost of capital goods in a given

‘Both the FMP and the BEA investment equations are
based largetly on the work done by Charles W Bischoff “The
Eftect of Alternative Lag Distnibutions”. Tax Incentives and
Caprtal Spending, Gary Fromm, editor Brookings Institution,
1971, and his “Business Investment in the 1970s A
Comparnson of Models”, Brookings Papers on Economic
Activity, Number 1, 1971 Bischoff's model was refined by
Albert Ando, Franco Modighant, Robert Rasche, and Stephen
Turnovsky. “On the Role of Expectations of Price and
Technological Change n an Investment Function",
International Economic Review June 1974, the current version
of the FMP model of equipment 1s an updated reworking of
their equation
For a description of the BEA model see Robert S Chinnko

and Robert Eisner, “Tax Policy and Investment in Major U S
Macroeconomic Econometric Models™ Journal of Public
Economics. March 1983

period 1s the incremental cost incurred when output 1s
expanded n that period by adding an extra unit to the
stock of real capital goods Yet capital goods are durable
and yield productive services for many periods, and this
makes 1t difficult to specify just what the incremental cost
of that extra unit of capitai goods-is for a given period
The problem can be resolved by comparing the cost
(in present-value terms) of purchasing the capital good
today and then maintaining 1t forever versus the cost of -
doing so one pertod ‘later Let C, be the present value ~
of the.stream of current and future costs connected with~ *
purchasing an additional -unit.of capital‘in period t, and
let the cost of capital be denoted as r.(Note that the cost ;
of capital 1s the interest rate or the discount rate that

Table A-1° )
Alternative Investment Equations

The FMP Model ' )
Producers’ Durable Equtpmenl (puttyclay)

(1) A = a + z b.Al(-QB'). -+ QB,_] -
+'§0c.A [(%QEB)._.-. OBl + v

Non-residential Structures (putty-putty) .
1 025

5
@ a1, = a + T balE)- BLI+
1=0-

The BEA Model
Producers’ Durable Equipment (putty-clay) ~

1 075
@) 8la = + 3 bAITER. (OB, - 08708,...,)]
1=

8
s

075
+ 3 sallmP)- @ - i + v,

Non-residential Structures (putty-putty)

025

15
(4) Al, = a +‘§0b.A[(%QSB>.-. (&8s,

- o0 BB (&8s,

025

+ z cA[(%%ﬂ). (@B)- Bl +

Definitions of Symbols*
le = real PDE spending
Is = real NRS spending
PQB = pnice deflator for gross private domestic business output
QB = gross private domestic business output
RE = margminal cost of capital goods, equipment
RS = marginal cost of capital goods, structures
CU = rate of capacity utiization

.
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" Appendix: The Estimated Investment Models (continued)

Jinvestors use in evaluating the present worth of a com-
pany’'s earnings prospects ) Then the marginal cost of
-capital '‘goods (R,) may be ‘defined as the difference
between C, and: C,, /(1 +r), plus the foregone interest on
this difference:t

) (1 + 1)

W R - (G - Cus
M R=(C {d+n

This_ 1s what “it .costs ‘firms, ‘in present-value terms, to
“hire” the services of that extra unit of capital for period

“ t alone. In the -absence of market imperfections, the .
“rental” cost-would be ‘the same irrespective of whether .

a firm leased the equipment from another firm or
“rented”-the equipment from itself.

An explicit expression for R, can be obtained once C,
has been specified. One-gets the following result
@ R=T-k=-{(-buzlv(n+g

:

where* O

k = investment tax credt,

u marginal corporate tax credit;

‘b = proportion of investment tax credit which must be

- -deducted from depreciation base;

z = present value of tax-allowable depreciation
deductions which may be taken over the allow-
able service life;

v = purchase price of new capital goods, and

g = (geometric) rate of economic depreciation -

tRalph Turvey, “"Marginal Cost”, Economic Journal, June 1969

This expression defines the price of the capital good on
a net-of-tax basis, i.e., net of the investment tax credit
and the present-value of the depreciation deductions.
The marginal cost of capital goods is equal to the sum

of the opportunity cost of the funds used to purchase a

unit of capital plus the value of the capital services used
up In the period.
The same specification of the marginal cost of capital

goods was used in estimating both the FMP and BEA~

models. The varniables which comprise R, (re., k, u, and

b) were defined in accordance with those in the latest
version of the FMP model—with two exceptions: (1)
Corcoran and Sahling’s measure. of the cost of.capital

was used in the equations for both equipment and -~
structures.t (2) In computing the present value of -

"depreciation (z), the formulas from the FMP model were

used, but Moody’s Baa industnal bond rate was substi-
tuted for the fictional interest rate constructed in the FMP
-model

Estimation results

It has been several years since the FMP and BEA

models have been updated, and so we re-estimated
them with quarterly data from the mid- to late-1950s to
the end of 1979 § Separate equations were run for pro-

}Patrick J Corcoran and Leonard Sahling, “The Cost of
Capital How High Is 117", this Quarterly Review, Summer
1982

§For two recent efforts at updating the FMP equations, see
Peter K Clark, "“Investment in the 1970s Theory, Performance,
and Prediction”, Brookings Papers on Economic Activity,
Number 1, 1979, and Richard W Kopcke. "Forecasting
Investment Spending The Performance of Statistical Models™,
New England Economic Review, November/December 1982

Table A-2
Estimation Results*

LaGrange-Multiplier Tests

a Sb, sc, R2 SEE DW 1956(8)-1/1979-1V  1956(8)-1/1984-11
FMP Equipmentt 0019 0433 -0413 0603 133 225 7 42 14 92
(0 96)1 (6 55) (6 15)
FMP Structures§ -0 604 0088 1 0 303 089 188 450 153
(281) (4 39)
BEA Equipmentt 0087 0508 0374 0572 139 214 910 1514
(0 43) (5 09) (2 08)
BEA Structures§ -0834 5220 -0 081 0333 087 196 11 56 8 88
(2 62) (169) (3 69)
"Estimated by ordinary least squares, n terms of first differences
tSample period 1956-1 to 1979-1V
}t-statistics in parentheses
§Sample period 1958-1 to 1979-IV
INot applicable
-
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H urable._equrpment (PDE) and non- resrdentral I' ‘-‘-‘_-' . Lagrange multrpller statrstrcs 1 Thrs test was: appllad to ":‘
structures (NRS):.One- notable feature of ‘these results - T each of the four equatrons and the results .are reported
b ,-that ‘the: models~were esttmated in terms of firstdif- = ."..". “.in the last two’columns of Table A-2 ~Essent|ally. ‘the. .
ferences Other studres ‘have generally .:estimated X Lagrange multiplier statrstrc tests whether. the errors*arel 3
; rnvestment equatrons m "termis ol levels-of-time series 'homoscedastlc over the. sample perrod It a‘modal: were ':(l
: vartables. “with; a- suitable adjustment for. the ;autocorre- unstable, that.would- show up .as an unusuelly lofg stnng 4
latron of! the. errors.”As .a practrcal matter. the autocor- - ;. of Iarge posmve or- negatrve errors. :Thus, the: trndlng that 4
i relatron coelflcrents have been so hrgh (v e AN the range _ the errors’tin a model ‘are-not homoscedaatlc"'s" 1 -_.. Y ;1
3 '-.symptom of* mstabrlrty or structural change AR

[Two - Lagrange multrpller stetratrcs were: computed tor )
" each maddel. .In one*case, the; ‘sample ; pe'rlod extended l‘
~from 1956-1. Yo 1979- v: for resl. PDE" and from 1959 L to N
1979 (AR tor real’ NRS In the other. the sample perlod

-\.specrllcatrons ol the"models as close t0* the “standar
- ones: as possrble Nevertheless. we did expertment W@ brt ) . l
* (a) wrth the- drstrncttons between “putty-putty (where . R grange-multlplrer statlstrcs are asymptotrcally'dlstnbuted: -t
* facte "r.as ‘a chi-square; ‘2 The estrmated model -for:PDE"has - 9
v'g degrees of lreedom, the one for- ‘NRS; 4 degrees ot ]
. freedom. At the 5 percentfconfrdence level; the tabular ,'-‘}
. wvalues-for the x* drstrtbutton are.15:507 for:8 degrees e
~:0f treedom and-9488 for 4. degrees of’ freedom Upon:-. r;
.. .comparing-the’ computed statlstlcs A, Table A- 2«wrth the gy
e correspondrng tabular- values it —turns out tfiat none ‘ol- ’ '
the, Lagrange- multrplrers' in Table:A-z 18 statlstrcally stg-. al
nrlrcant -Hence;: all four. models appear to. be’: structurally =

new caprtal) and "putty clay" (where lactor proporttons
: \can,vary only. as far‘as”new .capital :1s. concerned) (b)
.swith alternative’ ‘values. of - ‘the -nonlinear parameters ahd..
f w(c): wrth*alternatwe lengths of the.distnbuted-lags:.The -,
- atorms of. thie: models thatwe- trnally chose .are- presented
)} Table A-1| The correspondrng estimated coefficients -
: and summary ‘statistics are-set out.n Table A-2: Some
. «of the ~stcappear 1o be low—especrally for® structures o
" TBut” if .one” allows for the dlstrnctron between levels and. .

;._.'--lrrst dtlferences,~and |ts |mpact on‘the summary statrs- i

uFor‘mlormatron about t rs*test statrstrc see A Steven L
. <Englander.and” Cornelis A :Los:"The’ Stabrllty of.the Phillips
_Curve and.lts. lmplrcatrons for the '1980s"; Federal Reserve
: Bank of New York Research Paper No’ 8303 \lanuary_1983
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