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Fairness in
Decisions

WITH MANY
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ABSTRACT

Machine learnt systems inherit biases against protected classes,
historically disparaged groups, from training data. Usually, these
biases are not explicit, they rely on subtle correlations discovered by
training algorithms, and are therefore difficult to detect. We formal-
ize a notion of proxy discrimination in data-driven systems, a class
of properties indicative of bias, as the presence of protected class
correlates that have causal influence on the system’s output. We
evaluate an implementation on a corpus of social datasets, demon-
strating how to validate systems against these properties and to
repair violations where they occur.

KEYWORDS

indirect discrimination. nroxv

restrictions on the use of protected attributes for credit [24] and
housing decisions [37]. Other law establish similar protections in
other jurisdictions [3].

In the United States, legal arguments around discrimination
follow one of two frameworks: disparate treatment or disparate
impact [6]. Disparate treatment is the intentional and direct use
of a protected class for a prohibited purpose. An example of this
type of discrimination was argued in McDonnell Douglas Corp. v.
Green [48], in which the U.S. Supreme Court found that an employer
fired an employee on the basis of their race. An element of disparate
treatment arguments is an establishment of the protected attribute
as a cause of the biased decision [17].

Discrimination does not have to involve a direct use of a pro-
tected class; class memberships may not even take part in the de-
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Figure 1: PCA applied to the COMPAS dataset (blue) as
well as its LIME style perturbations (red).

Credit: Slack et al., 2020, Fooling LIME and SHAP: Adversarial Attacks on Post hoc Explanation Methods



Bias in
Datasets

DISPARITIES IN
DATA USED TO
TRAIN MODELS
CAN CREATE
DIFFERENCES IN
OUTCOMES

Gender
Classifier

Product A

Product B

Product C

Darker
Male

94.0%

99.3%

88.0%

Darker
Female

79.2%

65.5%

65.3%

Lighter
Male

100%

99.2%

99.7%

Credit: Joy Boulamwini, Gender Shades project, MIT Media Lab, https://www.media.mit.edu/projects/gender-shades/overview. Product names anonymized.

Lighter
Female

98.3%

94.0%

92.9%

Largest
Gap

20.8%

33.8%

34.4%
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Abstract
The blind application of machine learning runs the risk of amplifying biases present in data. Such a

STEREOTYPES

danger is facing us with word embedding, a popular framework to represent text data as vectors which
has been used in many machine learning and natural language processing tasks. We show that even
word embeddings trained on Google News articles exhibit female/male gender stereotypes to a disturbing
extent. This raises concerns because their widespread use, as we describe, often tends to amplify these
biases. Geometrically, gender bias is first shown to be captured by a direction in the word embedding.
Second, gender neutral words are shown to be linearly separable from gender definition words in the word
embedding. Using these properties, we provide a methodology for modifying an embedding to remove
gender stereotypes, such as the association between between the words receptionist and female, while
maintaining desired associations such as between the words queen and female. We define metrics to
quantify both direct and indirect gender biases in embeddings, and develop algorithms to “debias” the
embedding. Using crowd-worker evaluation as well as standard benchmarks, we empirically demonstrate
that our algorithms significantly reduce gender bias in embeddings while preserving the its useful properties
such as the ability to cluster related concepts and to solve analogy tasks. The resulting embeddings can
be used in applications without amplifying gender bias.
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Credit: Bolukbasi et al., 2016, arXiv:1607.06520
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Credit: Li et al, 2018, NeurlPS, Visualizing the Loss Landscape of Neural Nets
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in Algorithms

BY EMBEDDING
RANDOMNESS IN
ALGORITHMS,
ML RESULTS
CAN BE HARD
TO REPRODUCE
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Credit: Rodriguez-Galiano, 2016, Modelling interannual variation in the spring and autumn land surface phenology of the European forest, Biogeosciences. Text slightly edited.
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SYSTEM CAN BE
BRITTLE

Credit: Sculley et al., 2015, Hidden Technical Debt in Machine Learning Systems, NeurlPS
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Abstract

Machine learning offers a fantastically powerful toolkit for building useful com-
plex prediction systems quickly. This paper argues it is dangerous to think of
these quick wins as coming for free. Using the software engineering framework
of technical debt, we find it is common to incur massive ongoing maintenance
costs in real-world ML systems. We explore several ML-specific risk factors to
account for in system design. These include boundary erosion, entanglement,
hidden feedback loops, undeclared consumers, data dependencies, configuration
issues, changes in the external world, and a variety of system-level anti-patterns.

1 Introduction

As the machine learning (ML) community continues to accumulate years of experience with live
systems, a wide-spread and uncomfortable trend has emerged: developing and deploying ML sys-
tems is relatively fast and cheap, but maintaining them over time is difficult and expensive.
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