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1 Introduction

As markets for in�ation-linked securities have grown in recent years, prices of such se-

curities have increasingly become an important source of information about the state of

the economy for market participants as well as central banks and other public institu-

tions. Index-linked bonds, for example, provide a means of measuring ex ante real yields

at di¤erent maturities. In combination with nominal yields, observable from markets for

nominal bonds, real rates also allow us to calculate the rate of in�ation implicit in nominal

yields for which the pay-o¤ from the two types of bonds would be equal. In practice, the

break-even in�ation rate is often approximated by the simple di¤erence between a nominal

yield and a real yield of similar time to maturity. Because of their timeliness and simplic-

ity, break-even in�ation rates are seen as useful indicators of the markets�expectations

of future in�ation. Moreover, implied forward break-even in�ation rates for distant hori-

zons are often viewed as providing information about the credibility of the central bank�s

commitment to maintaining price stability.

Of course, break-even rates do not, in general, re�ect only in�ation expectations. They

also include risk premia, notably to compensate investors for in�ation risk, and possibly

to compensate for di¤erential liquidity risk in the nominal and index-linked bond markets.

Such premia complicate the interpretation of break-even rates and should ideally be iden-

ti�ed and taken into account when assessing them. In this paper we focus on modelling

and estimating the �rst of these two components - i.e. the in�ation risk premium - in

order to obtain a "cleaner" measure of investors�true in�ation expectations embedded in

bond prices. In doing so, we try to reduce the risk that liquidity factors might distort

our estimates by carefully choosing when to introduce yields on index-linked bonds in

the estimations. For this purpose, we also include information on in�ation and interest

rate expectations from surveys, which should also aid us in pinning down the dynamics

of key variables in the model. Moreover, in order to understand the macroeconomic de-

terminants of in�ation risk premia we employ a joint model of macroeconomic and term

structure dynamics, such that prices of real and nominal bonds are determined by the

macroeconomic framework and investors�risk characteristics. More speci�cally, building

on Ang and Piazzesi (2003), we adopt the framework developed in Hördahl, Tristani and

Vestin (2006), in which bonds are priced based on the dynamics of the short rate obtained

from the solution of a linear forward-looking macro model and using an essentially a¢ ne
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stochastic discount factor (see Du¢ e and Kan, 1996; Dai and Singleton, 2000; Du¤ee,

2002).1

We estimate our model on US and euro area data. This provides us with an opportu-

nity to examine the main features of in�ation risk premia for the two largest economies,

including similarities and di¤erences in determinants of such premia. Our results show

that the in�ation risk premium is relatively small, but positive, and increasing with the

maturity, in the United States as well as in the euro area. Our estimated in�ation premia

vary over time as a result of changes to the state variables in the model. Speci�cally, in

both economies the output gap and in�ation are the main drivers of in�ation premia. The

broad movements in long-term in�ation risk premia largely match those of the output gap,

while the more high-frequency premia �uctuations seem to be aligned with changes in the

level of in�ation. While we �nd that in�ation premia always respond positively to upward

in�ation shocks, the response to output gap shocks di¤er between the US and the euro

area. A positive output shock results in a higher in�ation premium in the US, while it

lowers it in the euro area. The positive relationship for the US could re�ecting perceptions

of a higher risk of in�ation surprises on the upside as the output gap widens, while the euro

area result is consistent with investors becoming more willing to take on risks - including

in�ation risks - during booms, while they may require larger premia during recessions.

Given that there is little agreement in the theoretical and empirical literature on the

size and even the sign of the in�ation risk premium, our results provide important new

empirical evidence for the two major currency areas. While many tend to think that the

in�ation premium "should" be positive, from a theoretical viewpoint there is no reason for

this to necessarily be the case. The sign of the premium depends entirely on the covari-

ance between real returns on nominal bonds and the stochastic discount factor. In simple

microfounded models, the log stochastic discount factor is proportional to consumption

growth and the in�ation risk premium will be positive when consumption growth and

in�ation are negatively correlated. In more general models, however, the stochastic dis-

count factor need not be proportional to consumption growth, and this simple intuition

no longer holds.

Broadly speaking, our results provide are in line with recent empirical studies, which

tend to �nd relatively small, but mostly positive, and stable in�ation risk premia. These

1Other recent papers that jointly model macroeconomic and nominal term structure dynamics include
Dewachter and Lyrio (2004) and Rudebusch and Wu (2004).
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studies include Durham (2006), who, using a three-factor a¢ ne model to �t US nominal

and index-linked yields, �nd ten-year yield in�ation risk premia to hover around a slightly

positive mean from 2003 and onwards. D�Amico et al. (2008) also use an a¢ ne model on

US data. They �nd that the 10-year in�ation risk premium is positive, relatively small and

stable, although the results are sensitive to the inclusion of survey data and the choice of

date from which TIPS data is included. Using a completely di¤erent modelling approach

- a third-order approximation of a New Keynesian business cycle model - Ravenna and

Seppälä (2007) also �nd that in�ation risk premia in the US are very small and display

little volatility.

Our �ndings do, however, di¤er to a varying degree from results in a number of other

studies, particularly in early contributions and in studies that do not include data on

index-linked bonds in the estimations. For example, Buraschi and Jiltsov (2005) �nd,

within a monetary version of a real business cycle model, that the 10-year US in�ation

risk premium has averaged 70 basis points during a 40-year period since 1960. They

also �nd that the in�ation premium has been highly time-varying, and that it by the

end of their sample had fallen to levels close to those found in this paper, which focuses

on a more recent period. Using an essentially a¢ ne term structure model with regime

switching, Ang, Bekaert and Wei (2006) also �nd a time-varying in�ation risk premium,

which for the 5-year horizon (the longest considered by them) averages around 115 basis

points over their 1952�2004 sample. None of these studies, however, use information from

index-linked bonds to help pin down the joint dynamics of yields. Chen et al. (2005) do

include index-linked bond yields in the estimation and obtain large positive in�ation risk

premia, averaging around 90 basis points for the 10-year maturity. However, they rely on

a 2-factor CIR model with a restrictive price of risk speci�cation, which results in sizeable

pricing errors and peculiar in�ation dynamics.

All studies mentioned above have focused on US data. A comparison of our results for

the euro area is more tricky due to the very limited available evidence.2 The only study

we are aware of is Garcia and Werner (2008), who use an a¢ ne term structure model on

2More empirical evidence is available for UK data, as a result of the longer history of index-linked bonds
in the UK market. Applying an a¢ ne model to UK data, Remolona, Wickens and Gong (1998) �nd that
the 2-year in�ation risk premium is relatively stable, averaging around 70 basis points after 1990. Risa
(2001) also �nds a large and positive UK in�ation risk premium, based on an essentially a¢ ne model.
However, Evans (2003), who modells the term structure using a regime switching setup obtains sizeable
negative premia.
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euro real and nominal yields, supplemented with survey data on in�ation expectations.

Their results suggest that the in�ation risk premium at the 5-year horizon has averaged

around 25 basis points since the introduction of the euro, and that it has �uctuated only

mildly over time. This is well in line with our results for the euro area.

The rest of this paper is organized as follows. The next section describes our model,

its implications for the in�ation risk premium and the econometric methodology, while

Section 3 discusses the data. The empirical results are presented in Section 4, where we

show our parameter estimates and their implications for term premia and in�ation risk

premia. In this section, we also relate premia to their macroeconomic determinants and

calculate premium-adjusted break-even in�ation rates. Section 5 concludes the paper.

2 The model

We rely on a structural economic model, which is motivated by the literature on the so-

called �new Keynesian�Phillips curve (e.g. Galí and Gertler, 1999) and on estimation of

consumption-Euler equations (e.g. Fuhrer, 2000). We specify the model directly at the

aggregate level, rather than explicitly relying on a microfounded model. The advantage

of this approach is that it imposes milder theoretical constraints on risk premia, which

gives us added �exibility to generate sizeable premia, and thus to accurately capture the

dynamics of the data. This �exibility comes at a price: because we do not exploit a

microfounded stochastic discount factor, we are unable to directly link prices of risk and

risk premia to individuals�preferences.

The speci�cation of the model is similar to that in Hördahl, Tristani and Vestin (2006),

includes two equations which describe the evolution of in�ation, �t, and the output gap,

xt:

�t = �� + ��
1

12

12X
i=1

Et [�t+i] + (1� ��)
2X
i=1

��;i�t�i + �xxt + "
�
t ; (1)

xt =
1

12
�x

12X
i=1

Et [xt+i] + (1� �x)
2X
i=1

�x;ixt�i � �r (rt � Et [�t+1]) + "xt ; (2)

where rt is the one-month nominal interest rate, in�ation is de�ned as the year-on-year

change in the log-price level. Since will be using monthly data for the estimations, the two

equations are speci�ed with a relatively elaborate lead and lag structure. The forward-
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looking terms in the two equations capture expectations over the next year of in�ation

and output, respectively, while the lags in the backward-looking components are motivated

empirically.

The simple representation of the economy in equations (1) and (2) incorporates ex-

plicitly some standard channels of transmission of in�ationary shocks and of monetary

policy. In�ation can be due to demand shocks "xt , which increase output above potential

and create excess demand, and to cost-push shocks "�t , which have a direct impact on

prices. In turn, monetary policy can a¤ect in�ation via stimuli or restrictions of aggregate

demand, i.e. modifying the real interest rate rt � Et [�t+1], or in�uencing expectations.

To solve for the rational expectations equilibrium, we need an assumption on how

monetary policy is conducted. We focus on private agents�perceptions of the monetary

policy rule followed by the central banks, which is supposedly to set the nominal short

rate according to

rt = �r + (1� �) f� (Et [�t+11]� ��t ) + xtg+ �rt�1 + �t (3)

where ��t is the perceived in�ation target and �t is a monetary policy shock.

This is consistent with the formulation in Clarida, Galí and Gertler (2000). The �rst

two terms represent a forward-looking Taylor (1993) rule, where the rate responds to

deviations of expected in�ation from the in�ation target. The second part of the rule is

motivated by interest rate smoothing concerns, i.e. the desire to avoid producing large

volatility in nominal interest rates. We also allow for a time-varying, rather than constant,

in�ation target ��t . We adopt this formulation in order to allow for some evolution in the

behavior of monetary policy over time, or at least in the way monetary policy was perceived

by markets.

Finally, we need to specify the processes followed by the stochastic variables of the

model, i.e. the perceived in�ation target and the three structural shocks. We assume that

the monetary policy shock is serially uncorrelated, while the other structural shocks may

be correlated. All shocks are assumed normally distributed with constant variance. The

unobservable in�ation target, is assumed to follow an AR(1) process

��t = ����
�
t�1 + u��;t (4)
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where u��;t is a normal disturbance with constant variance uncorrelated with the other

structural shocks.3

In order to solve the model we write it in the general form

�
X1;t+1
EtX2;t+1

�
= H

�
X1;t
X2;t

�
+Krt +

�
��1;t+1
0

�
; (5)

where X1;t = [xt�1; xt�2; xt�3; �t�1; �t�2; �t�3; ��t ; �t; "
�
t ; "

x
t ; rt�1]

0 is the vector of predeter-

mined variables, X2;t = [Etxt+11; :::; Etxt+1; xt; Et�t+11; :::; Et�t+1; �t]
0 includes the vari-

ables which are not predetermined, rt is the policy instrument and �1 is a vector of inde-

pendent, normally distributed shocks. The short-term rate can be written in the feedback

form

rt = �F
�
X1;t
X2;t

�
: (6)

The solution of the (5)�(6) model can be obtained numerically following standard

methods. We choose the methodology described in Söderlind (1999), which is based on the

Schur decomposition. The result are two matricesM and C such that X1;t =MX1;t�1 +

��1;t and X2;t = CX1;t.4 Consequently, the equilibrium short-term interest rate will

be equal to rt = �0X1;t, where �0 � � (F1+F2C) and F1 and F2 are partitions of F

conformable with X1;t and X2;t. Focusing on the short-term (policy) interest rate, the

solution can be written as

rt =�
0X1;t

X1;t =MX1;t�1 +��1;t: (7)

2.1 Building the term structure

The system (7) expresses the short-term interest rate as a linear function of the vector

X1, which in turn follows a �rst-order Gaussian VAR. This is the basic model setup in

the a¢ ne term structure literature. However, in our case, both the short-rate equation

and the law of motion of vector X1 have been obtained endogenously, as functions of the

parameters of the macroeconomic model. This contrasts with the standard a¢ ne setup

3To ensure stationarity of the in�ation target process, we impose an upper limit of 0.99 on the ���
parameter during the estimation process. This restriction is binding.

4The presence of non-predetermined variables in the model implies that there may be multiple solu-
tions for some parameter values. We constrain the system to be determinate in the iterative process of
maximizing the likelihood function.
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based on unobservable variables, where both the short rate equation and the law of motion

of the state variables are postulated exogenously.

To derive the term structure, we only need to impose the assumption of absence of

arbitrage opportunities, which guarantees the existence of a risk-neutral measure, and

to specify a process for the stochastic discount factor. Following the essentially a¢ ne

formulation (see Du¤ee, 2002; Dai and Singleton, 2002), an important element of the

stochastic discount factor will be the market prices of risk �t, which will be a¢ ne in the

vector X1;t, i.e. �t = e�0 + e�1X1;t. Note that X1;t includes the four stochastic factors
of the system, i.e. the in�ation target and the three shocks. These shocks will induce

risk premia, but in the essentially a¢ ne formulation the premia will also depend on the

level of the other states. Since our X1;t includes 11 variables �the four stochastic factors

plus three lags of the output gap and in�ation and one lag of the short-term rate �the

maximum number of non-zero elements in the e�1 matrix is 4� 11.
Estimation of 44 parameters just for the state-dependent prices of risk is prohibitive.

We therefore impose some restrictions on the e�1 matrix. More speci�cally, rather than
allowing the market prices of risk to be independently in�uenced by the lags of the macro-

economic variables, we assume that such lag dependence is induced by the current levels

of those macro variables. For example, we assume that the in�ation lags will potentially

a¤ect the prices of risk only through their e¤ect on current in�ation, output, or the nomi-

nal interest rate. This assumption implies that we can rewrite the market prices of risk as

linear functions of only xt, rt, �t and ��t . Since each of these variables can be written as a

linear combination of the vector of predetermined variables using the model�s solution, this

assumption is equivalent to imposing cross-restrictions on the elements of the e�1 matrix.
More precisely, we �rst de�ne a new vector Zt which is a transformation of the original

state vector X1;t, such that Zt � [xt�1; xt�2; xt�3; �t�1; �t�2; �t�3; ��t ; rt; �t; xt; rt�1]
0, and

then rewrite the solution equation for the short-term interest rate as a function of Zt,

rt =�
0
Zt. The Zt vector can obviously be expressed as a linear combination of the prede-

termined variables using the solution X2;t = CX1;t, so that Zt = D̂X1;t for a suitably de-

�ned matrix D̂. The (nominal) pricing kernelmt+1 is de�ned asmt+1 = exp (�rt) t+1= t,

where  t+1 is the Radon-Nikodym derivative assumed to follow the log-normal process

 t+1 =  t exp
�
�1
2�
0
t�t � �0t�1;t+1

�
. Finally, market prices of risk are assumed to be a¢ ne
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in the transformed state vector Zt

�t = �0 + �1Zt; (8)

where only the 4 elements in �0 and the 4� 4 sub-matrix in �1 corresponding to contem-

poraneous values are allowed to be non-zero. Since Zt = D̂X1;t, �1Zt = �1D̂X1;t and �1

will induce restrictions on e�1 such that e�1D̂�1 = �1.

In the Appendix we show that the reduced form (7) of our macroeconomic model,

coupled with the aforementioned assumptions on the pricing kernel, implies that the con-

tinuously compounded yield ynt on a zero coupon nominal bond with maturity n is given

by

ynt = An +B
0
nZt; (9)

where the An and B0n matrices can be derived using recursive relations. Stacking all yields

in a vector Yt, we write the above equations jointly as Yt = A + B0Zt or, equivalently,

Yt = An + ~B
0
nX1;t, where ~B

0
n � B0nD̂. Similarly, for real bonds y�nt we obtain

y�nt = A�n +B
0�
n Zt; (10)

2.2 The in�ation risk premium

It is instructive to �rst look at the in�ation risk premium which characterizes the short-

term rate. Given the nominal and real short rates, rt and r�t respectively, the Appendix

shows that the former can be written as

rt = r�t + Et [�t+1] + prem�;t +
1
2C���

0C0� (11)

where

r�t = C��
�
�0 � 1

2�
0C0�

�
+
�
�
0 �C�

�
MD̂

�1 � ��1
��
Zt

Et [�t+1] = C�MD̂
�1
Zt

prem1
�;t = �C���0 �C���1Zt

We de�ne prem�;t as the in�ation risk premium to distinguish it from the convexity
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term 1
2C���

0C0�, which would a¤ect the short-term rate even if the prices of risk were

zero.

The in�ation risk premium is related to the full standard deviation of in�ation, the

term C��, irrespective of the actual shock that determines it. For given prices of risk,

the in�ation risk premium will be higher, the higher the variance of the shocks, and the

higher their impact on in�ation.

For bonds of other maturities, a more complex expression holds (see the Appendix).

As a result, the break-even in�ation rate (BE) can be written as

BEn�;t = const+C�D̂
�1
Pn

i=1
cMi

n
Zt (12)

where const is a constant component and cM � D̂
�
MD̂

�1 � ��1
�
captures the risk-

adjustment in the law of motion of the transformed state vector Zt.

The in�ation risk premium is equal to the break-even in�ation rate net of expected

average in�ation over the maturity of the bond, i.e. �t+n = 1
n

Pn
i=1 �t+i,

premytm;n
�;t = const+C�

 
D̂�1

Pn
i=1
cMi

n
�
Pn

i=1M
i

n
D̂�1

!
Zt (13)

Equation (13) emphasizes that the in�ation risk premium arises because of the dif-

ference between the historical and risk-adjusted laws of motions of the state vector Zt.

Appendix A.3 shows that when the market prices of risk are not state dependent, i.e.

when �1 = 0, the in�ation risk premium becomes constant over time.

Depending on the prices of risk, the matrix cM could have eigenvalues outside the

unit circle even if M does not. If its eigenvalues are within the unit circle, in�ation risk

premia on long term yields will be bounded from above. Long-term premia will also be

more sensitive to changes in the states Zt than premia on short-term bonds, becausePn
i=1
cMi tends to increase as n increases. If, instead, the risk-adjusted law of motion is

non-stationary, i.e. if some of the eigenvalues of cM are outside the unit circle, then the

sum in equation (12) is not bounded and in�ation risk premia can play an even larger role

on long-term yields.
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2.3 Estimation

We will estimate the model using maximum likelihood, based on the Kalman �lter. To

construct the likelihood function, we �rst de�ne a vector Wt containing the observable

contemporaneous variables,

Wt �

2664
Yt

Y�
t

X2;t
Ut

3775 ;
where Yt and Y�

t denote vectors of nominal and real zero-coupon yields, X2;t = [xt; �t]
0

contains the macro variables, and where Ut denotes survey expectations that are included

in the estimation (see below). The dimension ofWt is denoted ny. Next, we partition the

vector of predetermined variables into observable (Xo
1;t) and unobservable variables (X

u
1;t)

according to

Xo
1;t = [xt�1; xt�2; xt�3; �t�1; �t�2; �t�3; rt�1]

0 ;

Xu
1;t = [�

�
t ; �t; "

�
t ; "

x
t ]
0 :

Recalling the model solution,

X1;t+1 =MX1;t + v1;t+1;

X2;t+1 = CX1;t+1;

rt =�
0X1;t;

and the nominal and real bond pricing equations (in vector form)

Yt = A+ ~BX1;t;

Y�
t = A

� + ~B�X1;t;

and noting that the interest rate and in�ation expectations re�ected in the survey data

can be written as suitable linear functions of the states:

Ut = GX1;t;
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we can proceed to de�ne the observation equation as

Wt =

2664
A
A�

0
0

3775+
2664
~B
~B�

C
G

3775X1;t

=

2664
A
A�

0
0

3775+
2664
~Bo

~Bo�

Co

Do

3775Xo
1;t +

2664
~Bu

~Bu�

Cu

Du

3775Xu
1;t

� K+ L0Xo
1;t +H

0Xu
1;t;

and the measurement equation as

Xu
1;t = FX

u
1;t�1 + v

u
1;t;

where F selects the sub-matrix of M corresponding to Xu
1 :

Next, the unobservable variables are estimated using the Kalman �lter. In doing so,

we �rst introduce a vector wt of serially uncorrelated measurement errors corresponding

to the observable variables Wt. Letting R denote the variance-covariance matrix of the

measurement errors and Q the variances of the unobservable state variables Xu
1;t; we have

Wt = K+ L
0Xo

1;t +H
0Xu

1;t +wt; E
�
wtw

0
t

�
= R

Xu
1;t = FX

u
1;t�1 + v

u
1;t; E

�
vu1;tv

u0
1;t

�
= Q:

While we assume that all observable variables are subject to measurement error, we limit

the number of parameters to estimate by assuming that all yield measurement errors have

identical variance, and that all errors are mutually uncorrelated:

R =

2666666664

�2m;y 0 0 0 0 0

0
. . . 0 0 0 0

0 0 �2m;y 0 0 0

0 0 0 �2m;x 0 0

0 0 0 0 �2m;� 0

0 0 0 0 0
. . .

3777777775
:
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Note also that

Q =

2664
�2�� 0 0 0
0 �2� 0 0

0 0 �2� 0
0 0 0 �2x

3775 :
We start the �lter from the unconditional mean

Xu
1;1j0 = 0

4�1
;

and the unconditional MSE matrix, whose vectorised elements are

vec
�
P1j0

�
=
�
In2u � F
 F

��1 � vec (Q) ;
(see Hamilton, 1994). The Kalman �lter will produce forecasts of the states and the

associated MSE according to

X̂u
1;t+1jt = FX̂

u
1;tjt�1 + FPtjt�1H

�
H0Ptjt�1H+R

��1 �
Wt � L0Xo

1;t �H0X̂u
1;tjt�1

�
Pt+1jt = FPtjt�1F

0 � FPtjt�1H
�
H0Ptjt�1H+R

��1
H0Ptjt�1F

0 +Q:

Given this, the likelihood can be expressed as

TX
t=1

log f
�
Wt j Xo

1;t; �t�1; �0
�
= �Tny

2
ln (2�)� 1

2

TX
t=1

ln j�t [�0]j

� 1
2

TX
t=1

(Wt � �t [�0])0 (�t [�0])
�1 (Wt � �t [�0])

where ny is the number of observable variables and

�t�1 �
�
W0

t;X
o0
1;t

�0
;

�t [�0] � H [�0]0Ptjt�1 [�0]H [�0] +R [�0] ;

�t [�0] � K [�0] + L [�0]0Xo
1;t +H [�0]

0 X̂u
1;tjt�1 [�0] :

Given the large number of parameters involved in the estimation, we do not directly

maximise the likelihood, but we introduce priors and proceed by relying on Bayesian

estimation methods. Speci�cally, we maximise the posterior density function obtained by

combining the log-likelihood function with the prior density for the model parameters.
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An advantage of such an approach is that it allows us to exploit prior information on

structural economic relationships available from previous studies. Moreover, the inclusion

of prior distributions brings an added advantage in that it tends to make the optimisation

of the highly nonlinear estimation problem more stable.

Our assumptions regarding the prior distribution of the macro parameters, which are

guided by previous empirical results, are listed in Tables 1 and 2. For the parameters that

determine the market prices of risk (the elements in �0 and �1) we assume normal priors

centered at zero with very large standard errors, re�ecting our lack of prior information

regarding these parameters. We proceed to �nd the mode of the posterior density using

the simulated annealing algorithm (see Go¤e, Ferrier and Rogers, 1994) and simulate

the posterior by drawing from a distribution centered at the mode using the Metropolis-

Hastings sampling algorithm (see An and Schorfheide, 2007).5

3 Data

We estimate the model using monthly data on nominal and real zero-coupon Treasury

yields, in�ation, a measure of the output gap, and survey expectations of the short-term

interest rate and in�ation. The model is applied to US and euro area data. To avoid

obvious structural break issues associated with the introduction of the single currency,

we limit our euro area sample to the period January 1999 - April 2008. For the US, we

include more historical data and start our sample in January 1990.

We treat the yields on index-linked bonds are re�ecting risk-free real yields, i.e. we

assume that the in�ation risk borne by investors because of the indexation lag (the fact

that there exists a lag between the publication of the in�ation index and the indexation

of the bond) is negligible. Evans (1998) estimates the indexation-lag premium for UK

index-linked bonds, and �nds that it is likely to be quite small, around 1.5 basis points.

Since the indexation lag in the UK is 8 months, while the lag in the US and the euro

area is only 2.5 - 3 months, it seems likely that any indexation-lag premium for these two

markets would be even smaller than Evan�s estimate.

In addition to the aforementioned premium, the indexation lag can induce deviations

in index-linked yields away from the true underlying real yield due to in�ation seasonality

5The estimations were performed using modi�ed versions of Frank schorfheide�s Gauss code for Bayesian
estimation of DSGE models. His original code is available at http://www.econ.upenn.edu/~schorf/
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and to "carry" e¤ects. In�ation seasonality matters because index-linked bonds are linked

to the seasonally unadjusted price level, which means that bond prices will be a¤ected

due to the indexation lag, unless the seasonal e¤ect at a given date is identical to that

corresponding to the indexation lag (which is in general not the case; see e.g. Ejsing et

al., 2007). The carry e¤ect refers to the fact that often index-linked yields contain some

amount of realized in�ation, due to predictable changes in in�ation during the indexation

lag period (see D�Amico et al., 2008, for a discussion of the carry e¤ect). While these lag

e¤ects can be sizeable for short-dated bonds, they tend to be quite small for longer-term

bonds. In this paper, we abstract from such e¤ects, as they are likely to be of second-order

importance for our purposes. By excluding short-term real yields (below 3 years) in the

estimations, we reduce the risk that index-lag e¤ects might in�uence our results to any

signi�cant extent.

3.1 US data

The US real and nominal term structure data consists of zero-coupon yields based on

the Nelson-Siegel-Svensson (NSS) method, which are available from the Federal Reserve

Board. The real zeros are made available with a lag of a few months, and we therefore

update the series as needed with our own NSS estimates based on available TIPS prices

(obtained from Bloomberg). For the nominal bonds, seven maturities ranging from one

month to 10 years are used in the estimation, while for the real bonds we include four

maturities from three to 10 years (Figure 1a and 2a).

While nominal yield data is available from the beginning of the sample, real zero-

coupon yields can be obtained only from 1999. Moreover, due to well-known liquidity

problems in the TIPS market during the �rst few years after its creation, we include real

yields in the estimation only as of 2003. D�Amico et al. (2008) provide a lengthy discussion

on the illiquidity of the TIPS market in the early years and argue that it resulted in severe

distortions in TIPS yields. In order to reduce the risk that our estimates are biased by such

distortions, we therefore exclude the �rst few years of real yield data. From a practical

point of view, this amounts to treating them as unobservable variables prior to 2003, and

to include them in the measurement equation only thereafter.

Our in�ation data is y-o-y CPI log-di¤erences, observed at a monthly frequency and

scaled by 12 to get an approximate monthly measure, while the output gap is computed as
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the log-di¤erence of real GDP and the Congressional Budget O¢ ce�s estimate of potential

real GDP, which is a quarterly series. Since we estimate the model using a monthly

frequency, and since the output gap is a state variable, we need a monthly series for

the gap. This is obtained by �tting an ARMA(1,1) model to the quarterly gap series,

forecasting the gap one quarter ahead, and computing one- and two-month ahead values

by means of linear interpolation. This exercise is conducted in "real time", in the sense

that the model is reestimated at each quarter using data only up to that quarter.

Following Kim and Orphanides (2005) we also use data on survey forecasts for in�ation

and the three-month interest rate in the estimations, obtained from the Philadelphia Fed�s

quarterly Survey of Professional Forecasters. As argued by Kim and Orphanides (2005),

survey data is likely to contain useful information for pinning down the dynamics of the

state variables that determine the bond yields, which, due to the high persistence of interest

rates, is a challenging task. For the US, we include six survey series: the expected 3-month

interest rate two quarters ahead, four quarters ahead and during the coming 10 years, and

the expected CPI in�ation for the same horizons. These survey forecasts are available at

a quarterly frequency, with the exception of the 10-year forecast of the 3-month interest

rate which is reported only once per year. The surveys therefore enter the measurement

equation only in those months when they are released.

3.2 Euro area data

The data setup for the euro area is similar to that for the US. We use nominal and real

zero-coupon yields for the same maturities as in the US case (Figure 1b and 2b). The

nominal yields are based on the NSS method applied to German data, as reported by

the Bundesbank. For large parts of the maturity spectrum, the German nominal bond

market is seen as the benchmark for the euro area. For the real yields, we estimate the

zero-coupon rates using NSS, based on prices of AAA-rated euro area government bonds

linked to the euro area HICP, issued by Germany and France (obtained from Bloomberg).

We focus on AAA-rated bonds and exclude HICP-linked bonds issued by Italy and Greece

(with AA- and A rating, respectively) to avoid mixing bonds with di¤erent credit ratings.

Moreover, the French segment of the market is the largest in the euro area, which suggests

that liquidity conditions in this market are likely to be relatively good.

The �rst HICP-linked government bond was issued by the French Treasury in Novem-
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ber 2001, and the issuance of additional bonds by France, and later Germany, was very

gradual. For this reason, we were able to estimate a euro area real zero coupon curve only

as of January 2004, which is the date as of which we include real yields in the estimation

of our model.6 The fact that we do not include the �rst years in the estimation is likely

to reduce potential e¤ects on our estimates arising from initial illiquid conditions in the

index-linked market, similar to the US case. Moreover, prior to the introduction of HICP-

linked bonds, a market for French bonds linked to the French CPI had been growing since

1998, which may have had a positive impact on the overall liquidity situation for the euro

area index-linked bond market.

As for the US case, our measure of in�ation is monthly y-o-y HICP log-di¤erences.

Because there is no o¢ cial estimate of euro area potential GDP, we follow Clarida, Galí

and Gertler (1998) and measure the output gap as deviations of real GDP from a quadratic

trend. This is calculated in �real time�, i.e. estimated at each point in time using only

information available up to that point, and monthly values are obtained using the same

forecasting/interpolation method as in the case of the US output gap.

The euro area survey data we include in the estimation consists of forecasts for in�ation

obtained from the ECB�s quarterly Survey of Professional Forecasters, and three-month

interest rate forecasts available on a monthly basis from Consensus Economics. The in�a-

tion forecasts refer to expectations of HICP in�ation one, two, and �ve years ahead. The

survey data for the short-term interest rate correspond to forecasts three and 12 months

ahead.

4 Empirical results

Tables 1 and 2 report parameter estimates and associated posterior distributions for the US

as well as the euro area, respectively. The results show that our model seems empirically

plausible, with estimated macro parameters that are broadly within the range of estimates

which can be found in the literature (see e.g. Rudebusch, 2002; Smets and Wouters, 2003).

In both sets of estimates, the policy rule is characterized by a high degree of interest

rate smoothing (�), however more so for the euro area than in the case of the US. This

might re�ect the shorter sample used in the estimation of the euro area model, during which

6Due to data limitations at the beginning of the sample, we included in the calculation of real zeros
one A+ rated bond issued by the Italian Treasury during the �rst 10 months.
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the short rate remained relatively stable. The responses to in�ation deviations from the

objective and the output gap (� and  respectively) are estimated to be similar in the

two economies, and also in line with typical values reported in the literature. The degree

of forward-lookingness of the output gap equation and the in�ation equation is somewhat

higher for the euro area than for the US. The relatively high estimate of �� in the case of

the euro area di¤ers from available estimates based on German data over a longer sample

(see e.g. Jondeau and Le Bihan (2001) or Hördahl, Tristani and Vestin (2006)), possibly

re�ecting a structural change following the introduction of the single currency. As for the

estimated standard deviations of fundamental shocks, these are generally higher for the

US than for the euro area. This is likely to be due to the relatively low macroeconomic

volatility during the euro sample, compared to the longer sample available for the US.

As already mentioned, our assumed perceived policy rule allows for a time-varying in-

�ation target. This is an unobservable variable that needs to be �ltered out from available

observable data. Figures 4a and 4b display the estimates obtained for the US and the

euro area, respectively. From an intuitive viewpoint, these estimates do not seem unrea-

sonable: in both cases the �ltered target moves slowly and with little variability compared

to realised in�ation. Still, the US target estimate shows more movement than the euro

area one, �uctuating slowly within an interval of around 2.5% to 3.5% compared to a

near-constant euro area target close to 2%. To some extent, this could re�ect the greater

variability of actual in�ation in the US relative to the euro area, partly due to the longer

sample period in the US case.

4.1 Term premia and in�ation risk premia

Given a set of parameters and a speci�c realisation of the state variable vector, our model

implies a nominal term premium for any maturity, as well as a decomposition of the

nominal premium into a real premium and an in�ation premium.7 The two panels in

Figure 5 show the average nominal and in�ation risk premia over the entire sample for

the US and the euro area. In both economies, the nominal as well as the in�ation premia

are positive and upward-sloping. Partly as a result of the longer sample, the US nominal

premium is substantially larger across all maturities compared to that of the euro area.

7Here, we disregard the component due to Jensen�s inequality, which is in the order of only a few basis
points.
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Furthermore, most of the nominal premium in the US is due to compensation for real rate

uncertainty �similar to results reported by Durham (2006)and D�Amico et al. (2008) �

whereas in the euro area the in�ation premium accounts for most of the total average term

premium.

The dynamics of our estimated nominal and in�ation premia are displayed in Figure

6, with a focus on the 10-year maturity. The US 10-year nominal term premium has

displayed a near-secular decline during the sample period, dropping from a level close to

3% to almost zero in recent years � a feature that has also been found by D�Amico et

al. (2008), among others. Our results indicate that, to a large extent, this decline in the

nominal premium has been due to a falling real premium. The US in�ation premium also

seems to have fallen somewhat in recent years, following a sharp drop in the �rst couple

of years of the new millennium. This drop coincided with a sharp fall in US in�ation

and growing concerns about de�ationary pressures in the wake of sharp declines in equity

prices and an economic downturn.

The estimates of long-term nominal premia in the euro area show that these have fallen

in line with US term premia. Again, much of this has been attributable to declining real

premia, while the in�ation premium has remained relatively more stable around a small

positive mean. Our estimates of long-term in�ation risk premia are in line with those

reported by García and Werner (2008), who use an a¢ ne model based on unobservable

factors. The fact that di¤erent models result in similar in�ation premia estimates suggests

that the results along this dimension may be reasonably robust.

4.2 Premium-adjusted break-even in�ation rates

Given our estimates of the in�ation risk premium, we can strip out this component from ob-

servable break-even in�ation rates to obtain premium-adjusted break-even in�ation rates,

which provide a model-consistent measure of in�ation expectations over the life of the

bonds. Figure 7 reports raw and premium-adjusted 10-year break-even in�ation rates in

the US and the euro area for the period during which we have reliable estimates of zero-

coupon real rates (see the data section above). Re�ecting the relatively small magnitude

of our estimated premia, the raw and adjusted break-even rates tend to be close to one

another. With euro area in�ation premia estimated to be somewhat larger than in the

US on average, the euro area adjusted break-even rate is consequently also lower relative
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to the raw rate. In fact, while the raw euro area break-even rate has been �uctuating

consistently above a level of 2% since 2004, the premium-adjusted measure has been close

to and mostly below 2%, suggesting long-term euro area in�ation expectations more in

line with the ECB�s price stability objective than would have been the case had one taken

the unadjusted break-even rate to represent expected in�ation.

Figure 7 also displays the estimated model-implied average expected in�ation over the

next 10 years for each point in time during the sample periods. This is the expected

in�ation produced by the macro dynamics of the model, which would fully coincide with

the premium-adjusted break-even rate discussed above if all yield measurement errors were

always zero. While this is not the case, the di¤erence is always very small, in the order of

a few basis points, indicating that our model does well in terms of capturing the dynamics

of both nominal and real yields.

Finally, Figure 7 also reports measures of long-horizon in�ation expectations from

available survey forecasts: 10-year US in�ation expectations from the Fed�s Survey of

Professional Forecasters (SPF) and 5-year euro area in�ation expectations from the ECB�s

SPF. Clearly, inclusion of in�ation survey data in the estimation has been useful in getting

the model to capture the broad movements of investors�in�ation expectations, as reported

by these survey measures. Moreover, in the case of the euro area, where the premium-

adjusted break-even rate has di¤ered more from its raw counterpart than in the US, the

adjusted break-even rate is much closer to the survey forecasts than the unadjusted rate.

With respect to the US, the survey expectations displayed in Figure 7a provide some

justi�cation for the very small US in�ation risk premia estimates that we obtain: since

2003, the raw US break-even rate has been relatively well aligned with the survey measure,

suggesting that the in�ation premium needs to be small to produce an adjusted break-

even rate close to the survey expectations. While small, the �uctuations in the estimated

premium that have taken place have generally resulted in a premium-adjusted break-even

rate that is closer to the survey measure than the unadjusted rate.

4.3 The in�ation risk premium and the macroeconomy

In order to understand better what the underlying drivers of in�ation risk premia are in

the US and the euro area, we next investigate how they evolve in response to changes in

our state variables. Ultimately, all time-variation in the premia will be due to movements
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in the four states. It turns out that two of the state variables are the main drivers of

in�ation premia in the US as well as in the euro area: the output gap and in�ation. As

displayed in Figures 8 and 9, the broad movements in the 10-year in�ation risk premium

largely match those of the output gap, while the more high-frequency �uctuations in the

premium seem to be aligned with changes in the level of in�ation.

More speci�cally, in the case of the United States, in�ation risk premia tend to rise

when the output gap is increasing, and vice versa (Fig. 8a), possibly re�ecting perceptions

of a higher risk of in�ation surprises on the upside as the output gap widens. Apart from

these dynamics at the cyclical frequency, there is a clear positive correlation between

month-to-month in�ation premium changes and realised in�ation (Fig. 8b). This seems

to make sense intuitively, given the relatively high persistence in in�ation: an increase in

in�ation today suggests that investors face a higher risk of elevated in�ation next month.

This same high-frequency pattern is present in the euro area (Fig. 9b), but the cyclical

covariation between the euro area in�ation premium and the output gap appears to be

mostly negative instead of positive (Fig. 9a). With the in�ation premium accounting for

a sizeable portion of the overall term premium, this result seems in line with the �nding in

Hördahl, Tristani and Vestin (2006) that long-term nominal premia were inversely related

to the output gap in Germany prior to the introduction of the euro. A possible explanation

for this could be that investors become more willing to take on risks - including in�ation

risks - during booms, while they require larger premia during recessions.

Movements in the output gap and in in�ation are due to combinations of the structural

shocks, so to better understand the ultimate determinants of premia we need to examine

their reaction to such shocks. One of the advantages of our modelling strategy is that

it allows us to compute impulse response functions of yields and associated premia to

the underlying macro shocks. Figures 10-13 show the impulse responses of a number of

variables to the output gap and in�ation, which are the two shocks that are most important

for the in�ation risk premium, for the US and the euro area. The variables selected for

the responses are the break-even in�ation rate, the expected in�ation, and the in�ation

risk premium. In each �gure, the three left-hand panels show responses of these variables

for the two-year horizon, while the right-hand panels correspond to the 10-year horizon.

The �gures con�rm the pattern observed in Figures 8 and 9, in the sense that responses

of all variables to output gap shocks are much more persistent than those to in�ation
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shocks. For example, the half-life of the response of the 10-year US break-even rate to an

output gap shock is around 30 months, while it is about 12 months for in�ation shocks.

The �gures also con�rm that the response of the in�ation premium to in�ation shocks is

uniformly positive, while the premium response to the output gap varies between the US

and the euro area.

Looking at the results in more detail, Figure 10 shows that a one standard deviation

upward shock to the output gap (about 0.4%) in the US pushes the 10-year break-even

rate up by around 15 basis points on impact. About two thirds of this e¤ect is due to a

rising in�ation premium, while one third corresponds to an increase in expected in�ation

as a result of the expansionary shock. At the 2-year horizon, the e¤ect on the break-even

rate is even larger, at around 26 basis points on impact, but now the bulk of this response

is due to rising in�ation expectations (16 basis points), whereas the in�ation premium

accounts for the remaining 10 basis points. Hence, a shock to the output gap seems

to result in a parallel shift in the in�ation premium, while in�ation expectations react

much more strongly for short horizons than long, re�ecting the short- to medium-term

persistence of output gap shocks. In the euro area, a positive shock to the output gap

also raises expected in�ation - and more so at the 2-year horizon than the 10-year horizon

- but the in�ation premium response is uniformly negative (Fig. 12). Moreover, as the

expected in�ation response declines with the horizon, the break-even response goes from

being positive at the 2-year horizon to being slightly negative at 10 years.

With respect to the responses to an in�ation shock, the results are similar in both

economies. A one standard deviation upward shock to in�ation (about 0.15%) raises

the 10-year break-even rate by around 4 basis points on impact. This is the result of

both higher in�ation expectations and higher in�ation premia, although the latter e¤ect

dominates in the case of the euro area. For the shorter 2-year horizon, the responses are

similar but several times magni�ed, in line with the short duration of in�ation shocks.

The 2-year break-even rate jumps by 16-24 basis points, of which 12-14 basis points is due

to increasing in�ation premia and the rest to higher expected in�ation over the next two

years.
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5 Conclusions

Break-even in�ation rates are often used as timely measures of market expectations of

future in�ation, and are therefore viewed as useful indicators for central banks, among

others. However, some care should be exercised when interpreting break-even in�ation

rates in terms of in�ation expectations, because they include risk premia, most notably

to compensate investors for in�ation risk. In this paper we model and estimate the in-

�ation risk premium in order to obtain a "cleaner" measure of investors� true in�ation

expectations embedded in bond prices. In addition, we investigate the macroeconomic

determinants of in�ation risk premia, in order to better understand their dynamics.

We estimate our model on US and euro area data. This provides us with an opportu-

nity to examine the main features of in�ation risk premia for the two largest economies,

including similarities and di¤erences in the determinants of such premia. Our results show

that the in�ation risk premium is relatively small, positive, and increasing with the ma-

turity, in the United States as well as in the euro area. Our estimated in�ation premia

vary over time as a result of changes to the state variables in the model. Speci�cally,

in both economies the output gap and in�ation are the main drivers of in�ation premia.

The broad movements in long-term in�ation risk premia largely match those of the output

gap, while more high-frequency premia �uctuations seem to be aligned with changes in the

level of in�ation. While we �nd that in�ation premia always respond positively to upward

in�ation shocks, the response to output gap shocks di¤er between the US and the euro

area. A positive output shock results in a higher in�ation premium in the US, while it

lowers it in the euro area. The positive relationship for the US could re�ect perceptions of

a higher risk of in�ation surprises on the upside as the output gap widens, while the euro

area result is consistent with investors becoming more willing to take on risks - including

in�ation risks - during booms, while they may require larger premia during recessions.
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A Appendix

A.1 Pricing real and nominal bonds

The solution of the macro model is of the form

X1;t+1 =MX1;t +��1;t+1;

X2;t+1 = CX1;t+1;

where the state vector X1;t = [xt�1; xt�2; xt�3; �t�1; �t�2; �t�3; ��t ; �t; "
�
t ; "

x
t ; rt�1]

0 con-
tains the predetermined variables, X2;t includes the non-predetermined variables, X2t =
[Etxt+11; :::; Etxt+1; xt; Et�t+11; :::; Et�t+1; �t]

0. The nominal short-term interest rate can
be written as

rt = � (F1 + F2C)X1;t
��0X1;t;

with F1 and F2 partitions of F conformable with X1;t and X2;t.
Alternatively, we can write this in terms of the transformed state vector Zt; de�ned

Zt = D̂X1;t so that Z1t � [xt�1; xt�2; xt�3; �t�1; �t�2; �t�3; ��t ; rt; �t; xt; rt�1]
0 for a suit-

ably de�ned matrix D̂, in which case the short rate is given by

rt =�
0
Zt:

From the macro model solution, we also know that

�t+1 = C�MX1;t +C���1;t+1

= C�MD̂
�1
Zt +C���1;t+1;

where C� is the relevant row of C.
Now assume that the real pricing kernel is m�

t+1, so that the following fundamental
asset pricing relation holds

Et
�
m�
t+1

�
1 +R�t+1

��
= 1;

where R�t+1 denotes the real return on some asset.
If we now want to price an n-period nominal bond, pnt ; we get

pnt
qt
= Et

"
m�
t+1

pn�1t+1

qt+1

#
;

where qt is the price level in the economy. In terms of in�ation rates, �t+1 � ln qt+1� ln qt,
we obtain

pnt = Et

"
m�
t+1

pn�1t+1

exp (�t+1)

#
:

Notice that this is equivalent to postulating a nominal pricing kernelmt+1 � m�
t+1= exp (�t+1),

such that
pnt = Et

�
mt+1p

n�1
t+1

�
:

We now de�ne the nominal pricing kernel as mt+1 = exp (�rt)  t+1 t
, where  t+1 is the
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Radon-Nikodym derivative  t+1 assumed to follow the log-normal process

 t+1 =  t exp

�
�1
2
�0t�t � �0t�1;t+1

�
;

and where �t is the vector of market prices of risk associated with the underlying sources
of uncertainty �1;t+1 in the economy. We also assume that the market prices of risk are
a¢ ne in the transformed state vector Zt,

�t = �0 + �1Zt:

Postulating that nominal bond prices will be exponential-a¢ ne functions of the state
variables, we obtain

pnt = exp
�
�An + �B0nZt

�
;

where �An and �B0n are recursive parameters that depend on the maturity n in the following
way:

�An+1 = �An � �B0nD̂��0 +
1
2
�B0nD̂��

0D̂0 �Bn;

�B0n+1 = �B0nD̂
�
MD̂

�1 � ��1
�
��0

:

Nominal bond yields are then given by

ynt = �
ln (pnt )

n

= �
�An
n
�
�B0n
n
Zt

� An +B
0
nZt:

A.1.1 Real bonds

The de�nition of the pricing kernel implies

rt = � lnmt+1 �
1

2
�0t�t � �0t�1;t+1;

which translates into a real pricing kernel

m�
t+1 = exp (�rt + �t+1)

 t+1
 t

;

or

m�
t+1 = exp

�
��0

Zt +C�MX1;t +C���1;t+1 �
1

2
�0t�t � �0t�1;t+1

�
:

We postulate again that real bond prices will be exponential-a¢ ne functions of the
state variables,

pn�t = exp
�
�A�n + �B�0n Zt

�
;

where �A�n and �B�n are parameters that depend on the maturity n, and which can be
identi�ed using
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pn+1�t = Et
�
m�
t+1p

n�
t+1

�
= exp

�
�A�n ��

0
Zt +C�MX1;t + �B�0n D̂MX1;t �

1

2
�0t�t

�
�Et

h
exp

��
C��� �0t + �B�0n D̂�

�
�1;t+1

�i
;

where we used
Zt+1 = D̂MX1;t + D̂��1;t+1:

Noting that

Et

h
exp

��
C��+ �B�0n D̂�� �0t

�
�1;t+1

�i
= exp

�
1
2

��
C� + �B�0n D̂

�
�� �0t

���
C� + �B�0n D̂

�
�� �0t

�0�
;

and rearranging terms, we obtain

pn+1�t = exp

�
�A�n +

1
2

�
C� + �B�0n D̂

�
��0

�
C� + �B�0n D̂

�0
�
�
C� + �B�0n D̂

�
��0

+
��
C� + �B�0n D̂

��
MD̂

�1 � ��1
�
��0�

Zt

�
:

We can therefore identify �A�n and �B�n recursively as

�A�n+1 = �A�n +
1
2

�
C� + �B�0n D̂

�
��0

�
C� + �B�0n D̂

�0
�
�
C� + �B�0n D̂

�
��0;

�B�0n+1 =
�
C� + �B�0n D̂

��
MD̂

�1 � ��1
�
��0

:

For a 1-month real bond, in particular, we obtain

p1�t = Et [mt+1]

= exp
��
��0

+C�

�
MD̂

�1 � ��1
��
Zt �C��

�
�0 � 1

2�
0C0�

��
;

which can be used to start the recursion. Note that the short-term real rate is

r�t = C��
�
�0 � 1

2�
0C0�

�
+
�
�
0 �C�

�
MD̂

�1 � ��1
��
Zt:

A.2 Short-rate spread

The e¤ect of the in�ation risk premium is to drive a wedge between riskless real yields and
ex-ante real yields, namely nominal yields net of expected in�ation. For the short-term
rate, in particular, we can write

rt = r�t + Et [�t+1] + prem�;t +
1
2C���

0C0�;
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where

r�t = C��
�
�0 � 1

2�
0C0�

�
+
�
�
0 �C�

�
MD̂

�1 � ��1
��
Zt

Et [�t+1] = C�MD̂
�1
Zt

prem�;t = �C�� (�0 + �1Zt) :

Note that the discrepancy between ex-ante real and risk-free rates is not only due to
in�ation risk, but also includes a convexity term 1

2C���
0C0�. We de�ne as in�ation risk

premium the component of the di¤erence which would vanish if market prices of risk were
zero.

A.3 Derivation of in�ation risk premium and break-even in�ation rates

For all maturities, recall that the continuously compounded yield is, for nominal and real
bonds, respectively

yt;n = �
�An
n
�
�B0n
n
Zt

y�t;n = �
�A�n
n
�
�B�0n
n
Zt:

The yield spread is therefore simply

yt;n � y�t;n = �
1

n

�
�An � �A�n

�
� 1

n

�
�B0n� �B�0n

�
Zt;

where

�An+1 � �A�n+1 = �An � �A�n �
�
�B0n � �B�0n

�
D̂��0 +C���0 � 1

2C���
0C0�

�C���
0D̂0 �B�n +

1
2

�
�B0nD̂��

0D̂0 �Bn � �B�0n D̂��
0D̂0 �B�n

�
�B0n+1 � �B�0n+1 =

�
�B0n � �B�0n

�
D̂
�
MD̂

�1 � ��1
�
�C�

�
MD̂

�1 � ��1
�
:

Note that the nominal bond equation can be solved explicitly as

�An = �A1 +

n�1X
i=1

�
1
2B

0
iD̂��

0D̂0Bi �B
0
iD̂��0

�
;

B
0
n = ��

0
n�1X
i=0

h
D̂
�
MD̂

�1 � ��1
�ii

:

Similar, for the real bond �A�n we obtain

�A�n = nC��
�
1
2�

0C0� � �0
�
+
n�1X
i=1

�
�B�

0
i D̂��

0C0� +
1
2
�B�0i D̂��

0D̂0 �B�i � �B�0i D̂��0
�

�B�0n =
�
C�

�
MD̂

�1 � ��1
�
��0� n�1X

i=0

h
D̂
�
MD̂

�1 � ��1
�ii

:
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Note that the law of motion of the transformed state vector can be written as Zt+1 =

D̂MD̂
�1
Zt+D̂��1;t+1, so that the term D̂

�
MD̂

�1 � ��1
�
represents the expected change

in Zt under Q. We can then de�ne a new matrix cM = D̂
�
MD̂

�1 � ��1
�
. Note also that

the sum
Pn�1

i=0
cMi can be solved out as

Pn�1
i=0

cMi =
�
I�cM��1 �I�cMn

�
for bonds of

�nite maturity.8 Note that we could equivalently write
Pn�1

i=0
cMi =

�
I�cMn

��
I�cM��1.

For the state dependent component of bond prices, it follows that

B
0
n = ��

0 �
I�cM��1 �I�cMn

�
�B�0n =

�
C�D̂

�1cM��0��
I�cM��1 �I�cMn

�
;

and
�B�0n �B

0
n = C�D̂

�1cM�
I�cM��1 �I�cMn

�
:

Note also that
Et [�t+n] = C�M

nD̂�1Zt;

and that expected average in�ation up to t+ n, �t+n is

Et�t+n =
1

n

nX
i=1

Et�t+i

= C�

Pn
i=1M

i

n
D̂�1Zt;

or, writing this out explicitly,

Et�t+n =
1

n
C� (I�Mn) (I�M)�1MD̂�1

Zt:

We are now ready to de�ne the break even in�ation rate as

yt;n � y�t;n =
1

n

�
�A�n � �An

�
+
1

n

�
�B�0n � �B0n

�
Zt

=
1

n

�
�A�n � �An

�
+
1

n
C�D̂

�1cM�
I�cM��1 �I�cMn

�
Zt;

where �A�n and �An are de�ned above.
The in�ation risk premium can then be de�ned as

yt;n � y�t;n � Et�t+n =
1

n

�
�A�n � �An

�
+
1

n

�
�B�0n � �B0n

�
Zt � Et�t+n;

whose state-dependent component can be written explicitly as

1

n

�
�B�0n � �B0n

�
Zt�Et�t+n =

1

n
C�

�
D̂�1cM�

I�cM��1 �I�cMn
�
�M (I�Mn) (I�M)�1 D̂�1

�
Zt:

8For bonds of in�nite maturity, the sum will only be de�ned if all eigenvalues of cM are inside the unit
circle. This is not necessarily true, even if the eigenvalues of M are within the unit circle by construction.
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Note that the time-varying component of the in�ation risk premium is zero at all
maturities when the �1 prices of risk are zero. To see this, note that for �1 = 0 we obtaincM = D̂MD̂

�1
, so that

�
D̂MD̂

�1�n
= D̂M

n
D̂�1, and

1

n

�
�B�0n � �B0n

�
Zt � Et�t+n =

1

n
C�M

h
(I�M)�1 D̂�1

�
I� D̂Mn

D̂�1
�
� (I�Mn) (I�M)�1 D̂�1

i
Zt

=
1

n
C�M

h
(I�M)�1 (I�Mn)� (I�Mn) (I�M)�1

i
D̂�1Zt

=
1

n
C�M

"
n�1X
i=0

Mi �
n�1X
i=0

Mi

#
D̂�1Zt

= 0:

A.4 Holding period returns

We de�ne the one-period expected holding period return on an n-bond as

e�n;t = Et
�
ln pn�1�t+1 � ln pn�t

�
:

Using the bond equations, we know that

pn�1�t+1 = exp
�
�A�n�1 + �B�0n�1Zt+1

�
;

and

e�n;t = �1
2

�
C� + �B�0n�1D̂

�
��0

�
C� + �B�0n�1D̂

�0
+
�
C� + �B�0n�1D̂

�
��0

+
�
�B�0n�1D̂��1 �C�

�
MD̂

�1 � ��1
�
+�

0�
Zt;

which in case of the 1-period bond collapses to

e�1;t = �1
2C���

0C0� +C���0 +
�
�
0 �C�

�
MD̂

�1 � ��1
��
Zt;

i.e. the short-term real rate.
The excess real holding period return is therefore

e�n;t � e�1;t = �1
2
�B�0n�1D̂��

0D̂0 �B�n�1 + �B�0n�1D̂�
�
�0 � �0C0�

�
+ �B�0n�1D̂��1Zt:

Similarly, for the nominal term structure we obtain

en;t = �1
2
�B0n�1D̂��

0D̂0 �Bn�1 + �B0n�1D̂��0 +
�
�B0n�1D̂��1 +�

0�
Zt

en;t � e1;t = �B0n�1D̂�
�
�0 � 1

2�
0D̂0 �Bn�1

�
+ �B0n�1D̂��1Zt;

so that the nominal-real spread net of expected in�ation is

en;t � e�n;t � Et [�t+1] = �1
2

�
�B0n�1D̂��

0D̂0 �Bn�1 � �B�0n�1D̂��
0D̂0 �B�n�1

�
+C���

0D̂0 �B�n�1 +
1
2C���

0C0�

+
��
�B0n�1 � �B�0n�1

�
D̂�C�

�
(��0 +��1Zt) :
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We can rewrite this using the solutions for �B0n�1 and �B�0n�1 to obtain

en;t � e�n;t � Et [�t+1]

= �C�D̂
�1cM�

I�cM��1 �I�cMn�1
�
D̂��0D̂0

�
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�cM0
�n�1��

I�cM0
��1�

�� 1
2
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D̂0
��1

C0�

�
+C���
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1
2C���
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�
�
C�D̂

�1cM�
I�cM��1 �I�cMn�1

�
D̂+C�

�
(��0 +��1Zt) :

A.5 Forward premia

Real 1-period forward rates are de�ned as

f�n;t = ln p
n�
t � ln pn+1�t

= C���0 � 1
2C���

0C0� � �B�0n D̂�
�
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2
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Note that
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�
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2�
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�
+
�
�
0 �C�D̂

�1cM� D̂Mn�1
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so that the real forward premium is
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2
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The nominal-real forward spread is then given by

fn;t � f�n;t =
�
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�
D̂��0 � 1

2
�B0nD̂��
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Table 1: US parameter estimates
(Sample period: January 1990 � April 2008)

Prior distribution Posterior mode Posterior distr.

Parameter Type Mean St.err.1 Mode St. error 5% Median 95%

� Beta 0:9 0:05 0:731 0:004 0:716 0:726 0:737
� Normal 1:5 0:05 1:747 0:005 1:673 1:747 1:786
 Normal 0:25 0:05 0:393 0:005 0:385 0:420 0:466
�� Beta 0:5 0:05 0:325 0:008 0:307 0:328 0:348
�x Gamma 0:13 0:02 0:031 0:003 0:028 0:033 0:037
�x Beta 0:5 0:05 0:160 0:006 0:144 0:167 0:190
�r Gamma 0:09 0:01 0:101 0:006 0:098 0:113 0:125
�� Normal 0:5 0:1 0:725 0:005 0:688 0:709 0:734
�x Normal 0:9 0:1 0:959 0:005 0:943 0:953 0:960

�� � 1200 Beta 2:5 0:3 2:640 0:068 2:450 2:563 2:687
�r � 1200 Beta 4 0:4 4:562 0:106 4:326 4:507 4:669
��� � 103 Inv gamma 0:05 4 0:048 0:001 0:036 0:041 0:049
�� � 103 Inv gamma 0:35 4 0:189 0:001 0:189 0:193 0:198
�� � 103 Inv gamma 0:3 4 0:119 0:000 0:118 0:119 0:119
�x � 103 Inv gamma 0:075 4 0:026 0:000 0:025 0:028 0:032
�0 (�

�) Normal 0 100 �0:121 0:003 �0:152 �0:126 �0:103
�0 (�) Normal 0 100 �0:289 0:003 �0:296 �0:253 �0:198
�0 (�) Normal 0 100 �0:097 0:003 �0:103 �0:082 �0:064
�0 (x) Normal 0 100 �0:041 0:003 �0:056 �0:031 0:002

�1 � 10�2 : posterior distribution1

�� � � x

�� �3:901
(�6:231 ; �2:268)

0:345
(0:186 ; 0:523)

1:156
(0:641 ; 1:762)

�1:405
(�1:848 ; �0:969)

� �1:997
(�3:198 ; �0:828)

�5:692
(�5:992 ; �5:392)

1:391
(0:896 ; 1:890)

4:056
(3:722 ; 4:496)

� 5:131
(4:551 ; 6:022)

1:966
(1:798 ; 2:175)

�4:613
(�5:165 ; �4:015)

�0:389
(�0:611 ; �0:192)

x �6:309
(�8:341 ; �4:929)

�0:524
(�0:732 ; �0:354)

2:922
(2:407 ; 3:616)

�1:572
(�2:048 ; �1:235)

Median values; 5% and 95% percentiles in parentheses

1. For the Inverted gamma function, the degrees of freedom are indicated. 2. For all lambda
parameters, the prior distrbution is Normal with mean zero and standard error 100.
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Table 2: Euro area parameter estimates
(Sample period: January 1999 � April 2008)

Prior distribution Posterior mode Posterior distr.

Parameter Type Mean St.err.1 Mode St. error 5% Median 95%

� Beta 0:9 0:05 0:976 0:002 0:972 0:977 0:980
� Normal 1:5 0:05 1:511 0:022 1:421 1:516 1:641
 Normal 0:25 0:05 0:303 0:009 0:225 0:269 0:364
�� Beta 0:5 0:05 0:536 0:004 0:513 0:552 0:588
�x Gamma 0:13 0:02 0:037 0:002 0:033 0:043 0:052
�x Beta 0:5 0:05 0:297 0:011 0:236 0:290 0:370
�r Gamma 0:09 0:01 0:069 0:010 0:055 0:070 0:090
�� Normal 0:5 0:1 0:680 0:007 0:637 0:663 0:707
�x Normal 0:9 0:1 0:972 0:002 0:963 0:969 0:975

�� � 1200 Beta 2:0 0:3 1:852 0:007 1:787 1:844 1:886
�r � 1200 Beta 4 0:4 4:303 0:153 4:078 4:295 4:504
��� � 103 Inv gamma 0:05 4 0:011 0:000 0:011 0:011 0:011
�� � 103 Inv gamma 0:35 4 0:129 0:004 0:121 0:133 0:159
�� � 103 Inv gamma 0:3 4 0:106 0:000 0:106 0:106 0:107
�x � 103 Inv gamma 0:075 4 0:026 0:003 0:022 0:029 0:038
�0 (�

�) Normal 0 100 0:088 0:004 0:065 0:083 0:104
�0 (�) Normal 0 100 0:779 0:019 0:681 0:831 1:168
�0 (�) Normal 0 100 �0:087 0:003 �0:110 �0:086 �0:067
�0 (x) Normal 0 100 0:162 0:006 0:154 0:203 0:242

�1 � 10�2 : posterior distribution1

�� � � x

�� �9:299
(�13:319 ; �6:028)

�0:354
(�0:564 ; �0:161)

�0:618
(�1:066 ; �0:293)

�0:776
(�1:091 ; �0:512)

� 176:159
(153:939 ; 196:222)

5:813
(4:679 ; 7:002)

�2:436
(�4:275 ; �0:501)

�6:093
(�8:528 ; �4:346)

� 12:239
(4:342 ; 17:945)

�1:072
(�1:281 ; �0:800)

�13:187
(�15:729 ; �10:171)

5:704
(4:121 ; 7:034)

x 41:587
(32:647 ; 50:526)

1:455
(1:169 ; 1:820)

0:649
(�0:261 ; 1:425)

�2:284
(�3:327 ; �1:631)

Median values; 5% and 95% percentiles in parentheses

1. For the Inverted gamma function, the degrees of freedom are indicated. 2. For all lambda
parameters, the prior distrbution is Normal with mean zero and standard error 100.
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Figure 1a: US nominal zero-coupon yields

Figure 1b: Euro area nominal zero-coupon yields
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Figure 2a: US real zero-coupon yields

Figure 2b: Euro area real zero-coupon yields
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Figure 3a: US zero-coupon break-even in�ation rates

Di¤erence between model-implied nominal and real zero-coupon yields of
the same maturity. Sample period: January 2003 to April 2008 (percent
per year).

Figure 3b: Euro area zero-coupon break-even in�ation rates

Di¤erence between model-implied nominal and real zero-coupon yields of
the same maturity. Sample period: January 2004 to April 2008 (percent
per year).
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Figure 4a: In�ation and estimated perceived in�ation target: US

Figure 4b: In�ation and estimated perceived in�ation target: euro area
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Figure 5a: US term structures of nominal and in�ation premia

Figure 5b: Euro area term structures of nominal and in�ation premia

The solid line shows the in�ation risk premium, while the dashed line
is the nominal term premium. Based on estimates for the entire sample
(percent per year). The x-axis measures the horizon in months.
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Figure 6a: Estimated 10-year US premia

Figure 6b: Estimated 10-year euro area premia
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Figure 7a: US 10-year break-even in�ation rates and survey in�ation forecasts

Figure 7b: Euro area 10-year break-even in�ation rates and survey in�ation forecasts

The solid thin line is the unadjusted model-implied 10-year break-even
rate; the solid thick line is the break-even rate adjusted for the in�ation
risk premium; the dashed line is the model-implied average expected
in�ation over the next 10 years. The triangles are SPF survey expec-
tations of in�ation during the next 10 years (US) and �ve years ahead
(euro area). All values are expressed in percent per year.
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Figure 8a: US 10-year in�ation risk premium and output gap

Figure 8b: US 10-year in�ation risk premium and yoy in�ation
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Figure 9a: Euro area 10-year in�ation risk premium and output gap

Figure 9b: Euro area 10-year in�ation risk premium and yoy in�ation
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Figure 10: Responses to an output gap shock: US
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Figure 11: Responses to an in�ation shock: US
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Figure 12: Responses to an output gap shock: euro area
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Figure 13: Responses to an in�ation shock: euro area
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