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1 Introduction

The are three general approaches to empirical work in economics: structural, experimentalist,

and descriptive. In this paper, I provide an overview of how empirical work in regional

economics fits into these three categories. I also discuss potentially fruitful ways the field

might proceed going forward. But first, let me briefly define each category.

The structural approach in empirical economics starts with a fully-specified economic

model, well grounded in theory. The goal of the approach is the estimation of the underlying

“deep model parameters” of preferences and technology. Once the model parameters are

obtained, we have an artificial economy in hand that we can put to work, simulating the

impact of various policy alternatives. Importantly, we can even use the estimated model to

study the impacts of polices that have never yet been implemented. This approach is the

dominant paradigm for empirical work in the field of industrial organization. (See Ackerberg,

Berry, Benkard, and Pakes (2007) for a primer.) The approach has also made headway in

labor economics (Eckstein and Wolpin (1999) and Keane and Wolpin (1997)) and public

economics (Sieg (2009)).

The structural approach can be contrasted with the experimentalist approach that orig-

inated in the labor economics literature.1 In this approach, the identification of the causal

impact of a policy treatment is the goal. But rather than look through the lens of eco-

nomic theory, it relies on finding “natural experiments” or clever instruments to tease out

the impacts of policies that have already taken place. Finding these experiments enable

the researcher to treat behaviors as exogenous that would otherwise have to be treated as

endogenous. For example, Angrist and Krueger (1991) tease out a “return to education”

from the fact that when the minimum age for dropping out of high school is seventeen, a

teenager who turns seventeen in November rather than August has a “treatment” of three

more months of mandatory education. The experimentalist approach often makes use of a

regression discontinuity (RD) design (Hahn, Todd, and van der Klaauw (2001)). Consider

a university that awards scholarships to students getting 95 or above on a test. A study

of the effects of the scholarship that compares students getting 95.1 on the test (and being

awarded the scholarship) with students getting 94.9 (essentially as smart as the other group

but just missing the scholarship) makes use of a RD design. In the literature, the first group

is the “treated group” and the second the “control” in an “experiment.”2.

1See Angrist and Krueger (1999) for a survey of the experimentalist approach. See Keane (2006) for a
critical view.

2See van der Klaauw (2002) for such a study of the impact of financial aid.
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The structural and experimentalist approaches are similar in that both seek to identify

quantitative impacts of policy changes. In this way they differ from the descriptive approach

that can make no such claim to identification. Papers following the descriptive approach

usually begin with some discussion of economic theory and empirical implications that can

be derived from the theory, the latter typically in the form of correlations or monotonicities

we expect to observe when one variable is plotted against another. The signs and statistical

significance of empirical relationships are often the main focus of the empirical analysis (as

opposed to the magnitude), as the goal is usually to discriminate across alternative theories

that differ in the signs of comparative statics relationships. Regression parameter estimates

obtained in this style of work are typically referred to as reduced-form estimates as opposed

to underlying structural parameter estimates.

Traditionally, much applied work in urban and regional economics has followed the de-

scriptive approach. In recent years, experimentalist ideas have begun to be adopted by the

field. Analysis of the impact of government policies on business location is a natural ap-

plication of RD design because government policies change discontinuously at political unit

boundaries. See Holmes (1998) and Duranton, Gobillon, and Overman (2007) for studies

along this line. Experimentalist ideas have been used to study the impact of agglomera-

tion. Clever ideas that have been considered include the natural experiment of variations in

the location of bedrock in Manhattan for supporting tall buildings (Rosenthal and Strange

(2008)) and the bombing of Hiroshima (Davis and Weinstein (2002)). In contrast, the struc-

tural approach has not made much headway in urban and regional economics except for the

corner of the field that overlaps with local public finance. (See Sieg (2009) in this volume

for a discussion of this work.)

This paper argues that all three approaches have a role to play. Natural experiments are

great if you can find them, but they are generally not as easy to come by for questions in

regional economics as compared to labor economics. This suggests a potentially large role

of economic theory as a substitute for experiments in disentangling what is going on in the

data. That is, the structural approach has much to offer to the field.

I make these points examining a single issue in the field: the nature of agglomeration

benefits and the productivity gains from agglomeration. This is a vast literature and I make

no attempt to survey it. (See Rosenthal and Strange (2004) instead for a comprehensive

survey.) Rather, I select a few papers that are useful for making the comparisons across

empirical approaches that I want to highlight.
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2 Descriptive Work on Agglomeration

Agglomeration of economic activity–whether it be a large population of individuals forming

a city or a large group of plants in the same industry forming an industry district–is a

core subject of interest in urban and regional economics. Economic units agglomerate to

a remarkable extent. How important a role do natural location characteristics play in

agglomeration (i.e., Ricardian productivity advantages) and how important a role do scale

economies play? To the extent agglomeration is driven by scale economies, what is the

nature of the scale economies? Are the scale economies external or internal? These are big

questions in the field.

Much empirical work on agglomeration is descriptive. As an illustrative example of this

kind of work, let me briefly discuss one of my own papers, Holmes (1999). A leading theory

for why a particular industry might “localize” in one place is that agglomeration facilitates

the emergence of a wide diversity of locally-provided intermediate inputs to the industry in

the area. With access to a wide variety of local suppliers, in theory we expect plants in such

areas to more readily outsource tasks to local suppliers rather than vertically integrate and

do the tasks themselves, as compared to plants in isolated areas. Holmes (1999) examines

this hypothesis using data from the United States manufacturing sector. Looking within

narrowly-defined industries (the four-digit SIC code level), the paper constructs a measure

of vertical integration and compares the average value of this measure among plants in high

industry concentration areas (i.e. plants for which there is a large amount employment in the

same four-digit industry in nearby plants) with plants in low industry concentration areas.

The main finding is that there is a clear pattern that the vertical integration measure within

an industry is indeed lower in high concentration areas. Li and Lu (2009) corroborate this

finding for China and Ono (2003) reports a related finding.

It is sensible to establish a basic fact like this in a broad data set. A qualitative finding

such as this can guide future theoretical efforts. Furthermore, before jumping into any kind

of complicated structural estimation, we should examine the patterns in the raw data as

a first step. Nevertheless, to make further progress in the field, it is useful to go beyond

descriptive work for two reasons.

First, descriptive work like Holmes (1999) does not deliver estimates of model parameters.

We do not get an economic model that we can put on the computer and put to work analyzing

the impact of policies.

Second, the paper does not directly confront a key selection issue. If there are substantial
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benefits for a plant to be located in an industry concentration center, why are there ever

isolated plants? Plants in isolated areas may differ in systematic ways from plants in

industry concentration centers. If so, when we compare them it isn’t an everthing-else-held-

fixed comparison. It is “apples and oranges” rather than “apples and apples.”

Holmes (1999) raises these issues and suggests there may be factors potentially both on

the supply and demand sides driving plants to open in remote locations. On the supply

side, there might be entrepreneurs with particular skills in a particular industry who might

end up at in locations outside of industry concentration centers for various reasons (e.g. to

follow the career of a spouse.) On the demand side, there might a component of demand

in a given area that can for some reason only be accommodated by a local provider and so

a producer might locate there even if the location is far from an industry center. It may

be possible to tell a story for why these supply or demand factors might be exogenous in

econometric terms so that the plants in concentrated and isolated areas would be similar,

on average, in their response to opportunities to vertically disintegrate, i.e., that this is a

ceteris paribus comparison.

But more likely than not, the plants in isolated locations differ in other respects compared

to plants in concentrated areas. In recent work, Holmes and Stevens (2009) argue that even

within the most narrowly-defined Census industrial classifications, there tends to be great

heterogeneity in what plants do that is systematically related to whether the plants are

located in or not located in industry concentration centers. In particular, plants in industry

centers tend to specialize in mass-production goods with relatively low transportation costs,

while plants in the same industry outside of industry centers tend to specialize in custom

goods meant for local consumers. Consider the wood furniture industry, for example. In

the United States, the industry is centered in North Carolina where factories make stock

furniture pieces through mass production techniques. The same Census industry includes

craft furniture shops scattered throughout the country making custom furniture to order

for local consumers. A comparison of mass-production factories in North Carolina with

craft shops scattered around the United States is not an apples-to-apples comparison. So

such comparisons give potentially biased estimates of how an increase in localization would

impact the vertical integration decisions of a particular plant.

A related issue raised in Rosenthal and Strange (2004) is that plants within a given

industry might be heterogeneous in the value they place on access to local suppliers. So

plants placing a high premium on access to local suppliers might disproportionately sort into

locations with high industry concentration and lots of suppliers. On account of this sorting
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effect, we might expect the comparison of isolated plants with high industry concentration

plants to bias upwards the impact of localization on an individual plant’s decision to vertically

disintegrate.

The issues I am raising here about my own paper are issues that can be raised about

all descriptive work on industry localization. If there are advantages to localization, what

factors lead plants to open in areas without the benefits of localization? And what can be

learned by comparing such plants with those choosing to locate in high concentration areas?

3 The Experimentalist Approach

The experimentalist approach attempts to directly confront the issues of selection and endo-

geneity. I illustrate the approach by discussing how it has been used to estimate the impact

of agglomeration on wages.

Consider an environment where workers are paid their marginal product and for simplicity

ignore capital. Suppose the log wage of worker j at location c at time t obeys the following

relationship:

lnwjct = βt + γ lnNct + αc + θj + εjt (1)

The first term βt is a fixed time effect. The parameter γ is the crucial parameter governing

the agglomeration benefit. Defining Nct to be the population at location c at time t, γ is

the elasticity of wages (equivalent to productivity here) with respect to agglomeration. The

third term αc, a fixed location effect, captures the contribution of a location’s features to a

workers productivity. The fourth term θj is a fixed effect associated with worker j, i.e.,

ability. Finally, assume the last term εjt is a random, i.i.d. shock to worker j’s wages at

time t.

For simplicity, let us begin by assuming that θj is directly observable and bring this term

over to the left-hand side. In addition, suppose we have just one period of data, t = 0.

Then we can rewrite the above as

lnwjc0 − θj = β0 + γ lnNc0 + αc + εj0 (2)

Suppose then that we regress worker log wage net of ability, lnwjct − θj, on a constant and

the log population (lnNct) where the individual lives. Then αc+ εj0 is an error term. This
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regression exercise is a good example of descriptive empirical work. From this exercise,

we learn the cross-section correlation between wages (net of ability) and agglomeration at

time t = 0. But we don’t expect that this OLS exercise identifies the structural coefficient

γ. This follows because we expect that the level of agglomeration Nc0 is endogenous and

positively correlated with the location productivity term αc. Everything else the same,

we expect more productive locations to attract more workers. Hence the regressor lnNc0

is positively correlated with the error term αc + εj0 in (2), so OLS yields an inconsistent

estimate of γ.

To obtain a consistent estimate of γ, Ciccone and Hall (1996) propose the use of in-

strumental variables. (Their data is more aggregated than individual worker data but the

logic is the same as for this case.) In particular, as an instrument for lnNc0, they propose

the use of a long lagged values of population (over one hundred years!). They argue first

that population today Nc,0 is correlated with population from one hundred years ago Nc,−100

because there is inertia for where people live. They argue second that today’s location

productivity characteristics, captured by αc, are unlikely to be correlated with population

from 100 years ago Nc,−100 because the economy has undergone such dramatic change over

the course of a century. To the extent that both claims are true, long lagged population is

a valid instrument. The allocation of population one hundred years ago, which is claimed to

be random from the perspective of today’s productivity considerations, is the “experiment”

that identifies γ.

Combes, Duranton, and Gobillon (2008) is a recent paper to take this approach. In

addition to addressing the problem of endogeneity of population Nct through instrumental

variables (IV), the paper also confronts the issue that worker ability θj has an unobservarable

component. Because we expect workers to sort themselves across locations, this means there

is a problem of selection. Suppose in the original regression (1) that θj is unobservable and

that high ability people tend to sort into a high population areas. Then we see two reasons

why an OLS regression of (1) does not identify γ: (1) the level of population Nct is correlated

with location productivity αc, and (2) worker ability θj is correlated with population. To

resolve the selection problem caused by worker sorting, Combes, Duranton, and Gobillon

(2008) follow Glaeser and Mare (2001) by using a panel approach. Observing workers who

switch locations over time, they can difference out the worker fixed effect θj to estimate

the remaining parameters, and then recover the θj in a final step. Combes, Duranton, and

Gobillon (2008) tackle the issue with an extremely rich and detailed data set with which they

can track a huge sample of workers in France over a long period of time. Their preferred

6



estimate of γ is approximately .03. This is less than that of some other papers in the

literature and they attribute the difference to the fact that they take into account sorting.

Combes, Duranton, Gobillon, and Roux (2009) push this agenda further by incorporating

additional instruments for population in the form of soil quality measures.

One can criticize the use of long population lags as an instrument for current population.

In particular, one can try to make the case that some of the same geographic features (like

a harbor) that made a place productive one hundred years ago may still play a role today.

Nevertheless, as things go with papers in the IV literature, the case for the instrument here

is more compelling than is often the case.

A difficulty that comes up with this approach, however, is that it does not “scale up” so

easily to look at the impact of more narrowly-defined agglomerated activities than population

as a whole. To make this point, generalize (1) to allow for an agglomeration benefit that

depends upon the industry i an individual workers in. Specifically suppose wage equals

lnwjcti = βt + γ lnNct + λi lnMjcti + αc + ωci + θj + εjt (3)

where Mjcti is employment at location c in industry i at time t where person j works and

ωci is the productivity of industry i at location c. In the literature, the coefficient on total

population γ is the urbanization coefficient while the coefficient λi on the own industry level

is the localization coefficient for industry i.

By the same logic that we might have endogeneity of population Nct (responding to

differences in αc across locations), we expect there to be endogeneity of industry employment

Mcti (responding to differences in the location/industry term ωci). In principle, we can try

to use long lags in industry employment to instrument for current industry employment,

by analogy of the instrument for total population. An immediate difficulty is that there

are many industries that we would be interested in (e.g. semiconductors) did not exist one

hundred years ago. Rather than use very long lags, we could consider using short lags.

The danger is that with short lags, we run the risk that the same location factors driving

industry location in the lagged period are still are work in the current period, invaliding

the short lag as an instrument. The presence of Stanford University in Silicon Valley in

California was a key reason the semiconductor industry began in this area in the 1950s and

the impact of Stanford on this industry contributes to this day. Combes, Duranton, and

Gobillon (2008) allow for a localization term as in (3). They recognize that they don’t

have instruments for individual industry localization and so cannot correct for endogeneity
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of Mcti. Instead, they focus on what they can fix, selection on θj and endogeneity of Nct.

There surely are example industries where use of a particular level of lagged employment as

an instrument makes sense. But these need to be considered on a case-by-case basis rather

than used wholesale across a large set of industries. With specific knowledge of an industry,

a researcher can utilize as an instrument a particular factor that was once a key driver of

location in an industry but is now irrelevant because of technological change. For example,

Arzaghi and Henderson (2008) examine location patterns in the advertising industry and

argue the proximity to client corporate headquarters was once such a key location but is less

important now.

The logic underlying the above resolution of the endogeneity of Nct is the cross-sectional

variation of the instrument. One hundred years ago there were dramatic differences in

population levels across locations and dramatic differences persist to this day. An alter-

native strategy is to estimate the impact of localization by relying on variation within a

location over time, which enables the researcher to hold fixed permanent unobservable lo-

cation characteristics (like proximity to Stanford). Henderson (2003) is a leading recent

example pursuing this strategy. A limitation of the within approach is that agglomeration

of an industry at a location tends to change relatively slowly over time, so the within vari-

ation is relatively small compared to the dramatic cross-section variation. If local industry

scale increases by 10 percent, and if the localization coefficient is λ = .03, the predicted in-

crease in output is .3 percent. This may be hard to tease out given substantial measurement

issues and difficulties of accounting for other factors that change. Moreover the temporal

connection is subtle. If a factory hires 10 percent more workers and uses 10 percent more

materials in a day, we might expect to see something like 10 percent more output coming

out of the factory that very day. But the spillover impact on the output of other plants

is more likely to take place with a lag. Given such potential lags, the spillovers are likely

easier to pick up in a cross-section comparison of long-run situations rather than through a

within comparison of short-run fluctuations. Finally, researchers need to confront the issue

that changes over time in Mci are likely to be closely connected to shocks over time to a

location’s suitability ωci for an industry. Henderson (2003) addresses this point by using

dynamic panel techniques in which variables in differenced form can be instrumented for by

sufficiently long lags of variables in level form. Intuitively, if there is a form of “regression to

the mean” in the underlying data generating process, then high levels of lagged employment

may be correlated with changes (declines) in current employment levels, but not correlated

with current productivity shocks. However, Henderson (2003) doesn’t get much mileage out
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of this strategy because these instruments turn out to be weak in the application. The key

step of the experimentalist approach is always how to come up with good instruments.

It is can be particularly difficult to come up with instruments for localization compared

to other applications. Consider an application where a researcher is interested in whether

or not high school students learn to be a criminals when sitting next to classmates who are

already criminals.3 Compared to a typical localization application, there is vast asymmetry

in terms of the possible frequency count of data one might hope to get for such research.

There are millions of high school students and the process repeats over and over every year

with new high school students. Contrast this with the topic of localization benefits of the

semiconductor industry, where just a few outlier locations have attracted the vast bulk of

the industry. Moreover, the movement of this industry is not something that happens every

year but is a process that involves decades. Now let’s say a researcher has a clever strategy

for an instrument but it only works in a fraction .0001 of observations. Given the millions

of times the event of a student sitting next to another student is repeated, a researcher may

have reason to hope that he or she can find a large subset of observations for which the

instrument applies. But let’s say for a localization application there is a location A with a

large amount of the industry and a location B with a little and no other location has any. If

the chance of finding a good instrument is .0001 per observation, the researcher is in trouble.

Researchers in regional economics interested in using the experimental approach might

find it useful to flip the approach around somewhat to make things more like a labor market

application. In particular, rather than treat the source of spillovers as occurring at the level

of a location as a whole, it may be better to track the origins of the spillovers plant by plant.

When we work at the industry level, supposing there are just two locations A and B, we

may not have an an instrument for why the industry at the aggregate level has tended to

be at A rather than B. But suppose instead we can look at the plant level and we have

particular information about new plant openings. Suppose we can procure an instrument for

the location decisions of individual plants. To the extent we set this up as an experiment

so that we can interpret A as treated with a plant and B as a control getting no plant,

we can identify the impact on the productivity of the neighboring plants at location A.

Greenstone, Hornbeck, and Morreti (2008) is an example of this approach. They obtain site

selection information about new plants including in particular information about the first

and second choice locations of each plant. They set up a regression discontinuity design

3On a more positive note, suppose instead individuals can learn about work opportunities from people
they interact with. See Bayer, Ross, and Topa (2008).
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as an attempt to treat the second-choice locations (that didn’t get the plant) as a control

group. The locations just missing getting the plant are the analog of the students discussed

in the introduction who just missed getting the scholarship.

Analogous to the way we might want to disaggregate the sources of spillovers, we might

also want to consider disaggregating the recipients of the spillovers. There is only one

Silicon Valley and if all recipients of spillovers are the same, there may be little we can

say. But if there is heterogeneity in the ability to enjoy spillovers and if we can somehow

get a data handle on this characteristic, we can possibly get somewhere by looking across

firms within Silicon Valley at a point in time that vary in this characteristic (as opposed

to comparing Silicon Valley with another place or Silicon Valley with itself at a different

point in time.) Ellison, Glaeser and Kerr (2007) provide an analysis in this spirit that

looks at co-agglomerated industries, different industries that tend to be grouped together

in space. As these industries have different measurable characteristics (i.e. different input-

output requirements) and value different things, this heterogeneity can be exploited to shed

light on what makes locations drawing co-agglomerated industries so attractive. Holmes

(2005) discussed below is another example of a paper using measured firm heterogeneity to

receipients of agglomeration benefits (in this case the measured heterogeneity is firm size)

to disentangle the sources of benefits from agglomeration.

4 The Structural Approach

A researcher taking the structural approach begins with a fully specified economic model

that specifies the forces driving the variation in the data and the error terms. A cost of the

structural approach is that the researcher must be explicit up front about the underlying

model and underlying economics. (But see Keane (2005) for an argument that experimen-

talists actually take stands up front as well, only implicitly). In return for being explicit up

front about the model, a researcher taking the structural approach potentially gets two ben-

efits. First, though use of the theory, the researcher can obtain restrictions to help pin down

parameters. Second, by estimating the structural parameters of a fully specified model, the

researcher can simulate the impact of alternatives that have never actually occurred in the

data.
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4.1 On the Use of Structure to Pin Down Parameters

In scientific inquiry where controlled experiments are feasible, it is may be possible to get

quite far without any theory. A medical researcher giving a treatment to one set of subjects

and placebo to a control group can estimate physiological effects of the treatment without

necessarily developing a theory of how it works. The actual mechanics of what is happening

in the body can be a “black box.”

Controlled experiments do take place in economics. There is now a whole field devoted

to running lab experiments typically related to topics in game theory or questions about

how prices get determined in market situations. In labor economics, social experiments are

actually run (e.g. randomized trials of work subsidies or educational opportunities). But in

regional economics, there is little possibility for running controlled experiments. Good luck

to the researcher trying to get an NSF grant to run a controlled experiment to set up a new

city! So researchers obviously have to make the best of things working with data not under

their control. One strategy for trying to make the best of things is to bring theory into the

analysis.

Theory plays little role in the work on wages and agglomeration discussed in the previous

section. To be precise, there is actually a bit of theory in the beginning of these papers

where a wage equal to marginal product condition is derived from profit maximization. But

theory doesn’t play a role further in. The papers ask how a worker’s wage would change

if, experimentally, the worker were moved from a smaller city into a larger city. (Or if,

experimentally, the city he or she worked in was made bigger.) The answer is obtained by

trying somehow to find the direct analogs of these experiments in the data.

There are several leading recent papers on agglomeration that do feature economic theory

prominently in the analysis, using theory to set up a choice problem for a firm location

decision (Rosenthal and Strange (2003), Arzaghi and Henderson (2008)). These papers use

restrictions implied by the choice model to motivate a reduced-form entry equation and they

estimate the parameters of the reduced from. Among other results, their estimates show

how entry varies with distance to agglomerations (with distance delineated in relatively

fine increments). While these papers very much appeal to theory, they do not go all

the way in the full structural agenda to produce estimates of a complete economic model

with all the underlying technology parameters specified including the distribution of all

random terms. Interestingly, there are developments in the structural literature in labor

and industrial organization where reduced-form estimation of policy functions (such as an
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entry equation), play crucial roles as a first step of the analysis. In Hotz and Miller (1993)

and Bajari, Benkard, and Levin (2007), reduced form behavioral relationships are estimated

in a first stage, and in a second stage the structural parameters are recovered that would

generate these behavioral relationships. (Breaking the problem down this way solves certain

complexity issues that arise in dynamic environments, particularly with multi-agent decision

making.) In this way, we can think of estimates of reduced form behavioral relationships as

potentially complementing future structural work, being a first stage, rather than a substitute

for structural work.

I now go through two of my own studies on agglomeration that take the structural

approach and in each case illustrate the role theory plays in pinning down parameters. In

both cases, the basic theory that is exploited is revealed preference. By observing what

agents are choosing given their choice sets, and assuming rational maximizing behavior, it

is possible to draw inferences about the underlying parameters. This is of course very

different from a controlled experiment where a subject mechanically gets a treatment and is

not making any choices.

Holmes (2005) examines the concentration of manufacturing sales offices in large cities.

Sales offices are the home bases of company representatives who call on customers to mediate

sales. This activity is a good example of the kind of white-collar, information-intensive work

that tends to be the provenance of large cities. There are two main reasons why we might

expect large cities to attract this line of work. First, big cities obviously have high market

potential compared to small cities. A sales representative located in a very large city has

many nearby local clients to keep busy with compared to a sales representative working

out of a small city. Second, workers in big cities may be potentially more productive, both

because of knowledge spillovers and because high skill workers may sort into big cities.

Holmes (2005) uses confidential Census micro data to estimate a structural model of sales

office location choice that disengages the relative importance of the market potential and

productivity factors. Each manufacturing firm chooses a network of locations to place sales

offices, taking these two considerations into account and also taking into account the fixed

costs of setting up sales offices. The main idea underlying the parameter identification is

that manufacturing firms of different sizes will respond differently to the market potential

and productivity factors. (So this is an example of the strategy mentioned in the previous

section to exploit measurable differences among the recipients of agglomeration benefits to

disentangle the nature of these benefits.) The differences arise because large firms have the

scale economies to open up a large network of sales offices covering most of the national
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market, so large firms can expect to get large market access whatever they do. Small

firms will open just a few offices and will get relatively low market access whatever they

do. The paper shows how these firm size considerations “tilt” a firm’s indifference curves

over possible networks configurations a certain away. By tracing out how these indifference

curves shift with firm size, it is possible to back out the structural parameters underlying

these indifference curves. The main finding is that the market potential factor is large

compared to the productivity factor in accounting for location decisions in this industry.

Theory plays a crucial role in this analysis. It delivers a rich set of moment conditions

that identify the underlying parameters. There does not appear to be any way to come up

with a single-equation reduced-form behavioral equation summarizing all the content of the

theory. The theory has some qualitative implications and the paper undertakes descriptive

analysis of the raw data to verify that these qualitative implications indeed hold. But the

quantitative claim of the paper about the relative importance of the market potential and

productivity factors rests entirely on the structural analysis. It is possible to imagine a

study on this topic taking the experimentalist approach. But I believe it would require

more data than I use here and in particular would have to include dollar valuations on sales

representative travelling time costs which would be difficult to measure (especially since the

costs more generally include the degradation in service quality when a major account is

serviced by an out-of-town sales office.) Finally, I note that the analysis treats firm size as

an instrument (under the argument that some firms are huge and others small for reasons

mostly unrelated to the particular way the firms have set up their sales office structures.)

So the difference between the structural approach and the experimentalist approach is not

the subtraction of instruments, but rather the addition of theory.

The second example is the Holmes (2008) paper on the Wal-Mart store location problem.

The question addressed is: How big are the cost savings enjoyed by Wal-Mart when it

“agglomerates” its stores and packs them closely together? By maintaining a dense network

of stores, Wal-Mart can run an efficient logistics system with distribution centers placed

very close to stores. This keeps trucking costs low and also allows Wal-Mart to quickly

replenish its store inventories in response to demand shocks. Wal-Mart famously was able

to quickly restock its shelves with American flags after 9/11. One can readily imagine an

experimentalist approach to estimating the benefit of store agglomeration that regresses store

costs on store density, perhaps using population density as an instrument. The structural

approach used in Holmes (2008) has three advantages over such an experimentalist approach.

First, Wal-Mart is a highly secretive company and is unlikely to ever provide store-level cost
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data to researchers. The advantage of the structural approach is that it uses the information

revealed by the choice behavior of Wal-Mart as a substitute for the unobtainable data.

Second, even if accounting data were available directly from Wal-Mart, it might be hard to

quantify the benefits to Wal-Mart of its maintaining its quick replenishment strategy. (This

is analogous to the difficulty in quantifying the cost of serving a major account by an out-

of-town sales office.) But again, through the revealed preference of Wal-Mart’s choices, it is

possible to infer what the benefits must be worth to Wal-Mart. Third, population density

turns out to be an invalid instrument because it is correlated with other aspects of costs.

The structural approach makes it possible to jointly estimate the parameters governing how

store density reduces costs and population density increases costs.

These two examples illustrate the role of single-agent decision theory–revealed prefer-

ence in choice behavior–in pinning down model parameters. Additional restrictions can

be obtained from the equilibrium of agent interactions. The structural work in local public

finance discussed in Sieg (2009) very much exploits the information content in the market

equilibrium. Combes, Duranton, Gobillon, Puga, and Roux (2009) is a recent paper that

uses the equilibrium restrictions of market equilibrium to analyze agglomeration economies.

Plants in big cities tend to have higher measured productivity than plants in small cities.

If this because of an agglomeration benefit? Or is this on account of selection? (With

the selection process weeding out unproductive firms being tougher in larger markets as

highlighted in recent theoretical work.) The paper writes down an explicit model of ag-

glomeration and selection that nests both of these explanations. They show with the model

that by comparing the distribution of productivities across cities of different sizes (arising

in market equilibrium) it is possible to identify relative values of the key structural para-

meters. That is, the level of the agglomeration parameter γ from the earlier section is not

identified, but the ratio of this parameter to the parameter governing selection is identified.

The main finding is that plants have higher productivity in bigger cities primarily because

of agglomeration benefits rather than the selection effect.

4.2 On the Use of Structure to Run Policy Experiments

It is well understood in the profession that reduced form relationships are limited in their

use for policy analysis. As well articulated in Lucas (1976), reduced form parameters are

functions of underlying structural parameters and policy choices. If policy changes, in

general the reduced form changes as well. In contrast, if a researcher has the parameters of
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a complete structural model, the researcher can put the model on the computer and simulate

the impact of policy changes.

The experimentalist approach aims to identify underlying structural parameters, like

the agglomeration coefficient γ in equation (1). But in the process of estimating γ, the

experimentalist approach described above does not try to explicitly model why people sort

and live where they do. Rather, it’s ambition is only to “correct” for sorting. This means

that in terms of questions about policy impacts that we might consider, the experimentalist

approach gives incomplete answers. If the instruments are doing their job, we can determine

the treatment effect on a worker’s wage of moving the worker from a small town to a large

town. But we can say nothing about the costs of intervening and creating such moves.

A structural analysis is different in that it typically seeks the parameters of the whole

process governing where people choose to live in addition to technology parameters governing

agglomeration benefits. With the parameters of a complete model, we can put the model

to work to get a compete answer to the cost and benefits of policy interventions. Moreover,

if we have indeed identified the deep structural parameters that are invariant to policy

changes, we can use the estimates to simulate the impact of polices that have never yet been

implemented.

The application of estimated structural models to policy analysis is a prime driving force

for adoption of the structural paradigm in the field of industrial organization. For example,

a simulation analysis of what happens if two firms are allowed to merge is a policy analy-

sis that is only credible if the researcher has estimated a structural model. Analogously,

the structural work in labor economics is very policy oriented. So far in regional economics

(outside of the local public finance work discussed in Sieg (2009)), there is not much work ex-

ploiting structural techniques to do policy analysis. Going forward, adopting the structural

approach for policy analysis is a promising direction for regional economics.

5 Going Forward

I conclude with some observations and assessments about the current state of the field and

where it might go.

The experimentalist movement has been a useful development in the way that it has forced

researchers to think about causality. Sometimes earlier work in the descriptive tradition

would get sloppy and treat correlations in raw data as though they were causal relationships.
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As an intellectual movement, the experimentalist approach has been successful in that re-

searchers don’t easily get away with that today. In fact, papers that run simple regressions

and do not address issues of causality typically face uphill battles in the publication process.

So it is unnecessary for me to put a plug in for the experimentalist approach; there is already

a large installed base of advocates to do this. Instead, I take a moment to put in a plug for

continued descriptive work. As noted above, coming up with sensible instruments can be

very hard. Yet it is not uncommon for a researcher to claim that a particular endogeneity

problem is solved by the use of instruments without making a strong case for the both the

compelling economic logic of the instruments as well as their econometric validity. Descrip-

tive regressions of the raw data are likely to be of more value than estimates run through

an econometric meat-grinder with instruments that don’t make sense. There is substantial

value in having the raw patterns in the data being included in our deliberations in what is

happening in phenomena under investigation. It provides discipline: If patterns look very

different after we run data through complicated procedures, we should understand why this

is so.

Regarding structural work, it is useful to look at where things are going in other fields

to see if there are any lessons for regional economics.

Regional economics is a close cousin of industrial organization (IO) and factors that

make the structural approach successful in IO should in many cases translate into success in

regional economics. In IO, the structural agenda has been put to work there mainly in two

places: demand estimation and models of firm entry and exit. One core focus of regional

economics is where individuals chose to live. This choice is of course an element of consumer

demand. Epple and Sieg (1999) provide structural demand estimation that takes into account

that when a household chooses buys a house, it also chooses a school district. Bayer, Ferreira,

and McMillan (2007) is another example. Another core focus of regional economics is where

firms choose to enter and locate themselves. There has been large investment structural

models of entry and exit in the IO literature and some of the techniques may prove useful

for questions in regional economics. Suzuki (2008) is an example.

In applied work generally in economics, there is high demand for models that can be

put on the computer that (1) are fully-specified rigorous economic models and (2) are rich

and flexible enough to capture the key elements of the particular application in question

and (3) can be successfully fit to data in such a way that experiments one might run in the

model approximate what would happen if these policies where implemented in the actual

economy. The Computable General Equilibrium models in the trade literature and regional
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economics literature (Shoven and Whalley(1984)) aim to provide quantitative models to

predict outcomes of trade liberalization and other shocks. The Dynamic Stochastic General

Equilibrium Models in the macroeconomic literature (Kydland and Prescott (1982)) aim to

provide quantitative models of the aggregate economy. The particular econometric criteria

used for fitting these models to data is different from the way structural models in applied

micro are estimated today. But in the grand scheme of things these earlier literatures are

part of the broad structural agenda in applied work. These literatures have had a big

impact. I expect that if we can create a new generation of structural models in regional

economics they will similarly have big impacts.

The discussion above has focused on agglomeration benefits but there are many direc-

tions in regional economics where progress may be made. One direction is to develop new

approaches to regional input-output modeling. Current practice is based on an approach

that is many decades old and does not have at its foundations a fully-specified economic

model. An updated approach is likely to achieve significant attention. Another direction

would be to develop quantitative models of the organization of cities. An empirical tractable

version of the Lucas and Rossi-Hansberg (2002) is a direction to think about here. Finally,

regional economics should pay particularly close attention to developments with its very

close cousin, the field of international trade. There, new models of industry structure have

been developed, such as Eaton and Kortum (2002) and Melitz and Ottaviano (2008), that

are flexible and have potentially wide applicability for quantitative modeling, compared with

earlier structures built on Dixit-Stitliz foundations.
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