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Abstract
We propose a new, data-based test for the presence of biased �n-

ancial advice when households choose between �xed and adjustable
rate mortgages. If households are wary, the relative cost of the two
types should be a su¢ cient statistic for a household contract choice:
the attributes of the bank that makes the loan should play no role.
If households rely on banks�advice to guide their choice, banks may
be tempted to bias their counsel to their own advantage. In this case
bank-speci�c characteristics will play a role in the household�s choice.
Testing this hypothesis on a sample of 1.6 million mortgages origin-
ated in Italy between 2004 and 2010, we �nd that the choice between
adjustable and �xed rates is signi�cantly a¤ected by banks�charac-
teristics, especially in periods during which banks do not change the
relative price of the two mortgage types. This supports the view that
banks are able to a¤ect customers�mortgage choices not only by pri-
cing but also through an advice channel.
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1 Introduction

The past decade has seen increasing interest in how good households are at
making �nancial decisions, and in particular how well they do at picking the
�nancial products that best �t their type. When households have limited
knowledge about a �nancial product�s suitability to their needs, they have a
strong incentive to ask for experts�advice, and in fact they often rely on the
supplier of the �nancial product itself to obtain counsel.1 The problem is that
advisors may in turn have an incentive to distort their recommendations in
a way that serves their own needs rather than those of their customers, who
often have little or no ability to detect this con�ict of interest. A number of
papers (see among others, Inderst, 2010; Inderst and Ottaviani, 2010, 2012a,
2012b; Carlin and Manso, 2011; Ottaviani and Squintani, 2006; Kartik, Ot-
taviani and Squintani, 2007) set forth the theoretical underpinnings of the
literature on how advice a¤ects unsophisticated households��nancial choices
when brokers and/or intermediaries, with their informational advantage, are
in con�ict of interest.
Several approaches have been taken to �nding evidence for such distorted

advice. One approach compares the investment performance of individuals
who rely on advice with that of those who do not (e.g. Hackethal, Hali-
assos and Jappelli, 2012; Hackethal, Inderst and Mayer, 2010) or with some
benchmark (Foester, Linnainmaa, Meltzer and Privitero, 2014). This body
of work has found that the accounts of those who rely on advice underper-
form those of non-advised individuals or the benchmark, both in terms of
overall return and in terms of Sharpe ratios, if the costs of the advice are
taken into account. This is consistent with the hypothesis of biased advice.
However, because people choose to seek advice, the result is also consistent
with the assumption that the less capable investors choose to get advice and
are nevertheless unable to overcome the de�cit in ability or to make proper
use of the advice received. Indeed, there is some evidence that investors fail
to heed advice even when it is free of charge and where it is, by construction,

1Hung et al. (2008) report that 73% of US investors rely on professional advice to
conduct stock market or mutual fund transactions. About 60% of the investors in the
2007 Unicredit Clients Survey �a Survey on a sample of Italian investors - rely on the
help of an advisor or intermediary when making �nancial decisions and only 12% decide
without counsel. In the UK 91% of intermediary mortgage sales are "with advice" (Chater,
Huck and Inderst, 2010) and according to a broad survey of German retail investors, 80%
consult �nancial advisors.
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unbiased (Battacharya et al., 2012). Moreover, even though advised investors
do worse than the unadvised or the benchmark, they may nevertheless do
better than they would have by choosing on their own. Advice may still help
unsophisticated investors to avoid common investment mistakes or mitigate
behavioral biases (Shapira and Venezia, 2001; Gennaioli, Shleifer and Vishny,
2015). This possible bene�t cannot be detected by comparing investors who
rely on advice with those who do not.
A second approach, which should deal with this problem, uses randomized

�eld experiments, tracking the recommendations that trained auditors, pos-
ing as customers, receive from �nancial advisors with contrasting or aligned
incentives. Mullainathan, Nöth, and Schoar (2009) �nd that if anything bi-
ases are augmented by professional advice, indicating potential suppliers�dis-
tortions in households��nancial decisions. Anagol, Cole and Sarkar (2012),
in an audit study of the Indian life insurance market in which it is possible to
identify poor advice �nd that agents motivated by commissions recommend
strictly dominated, expensive products, between 60 and 90 percent of the
time. As usual with �eld experiments, the issue of external validity remains.
Most importantly in this context, one may doubt that the audited ad-

visors would o¤er the same biased advice in the kind of long-term client
relationships that one �nds in the real world. Finally, common to both types
of studies is the fact that only cases where advice is sought by the investors
are observed. In practice, however, advice � especially distorted advice �
may be o¤ered even when it is not actually solicited by the customer: the
intermediary or broker may emphasize a given �nancial product, or highlight
some features while hiding others in order to steer the households�choice to
the intermediary�s advantage. If so, comparing customers who do and do
not solicit advice may fail to detect supply-side distortions or produce and
underestimate of their importance.
This paper proposes a data-based methodology to assess the presence of

supplier-induced distortions in households��nancial choices on mortgages.
The mortgage market, in fact, can be taken as a typical example of trans-
actions in which experts on one side may take advantage of costumers�lack
of knowledge and experience. Woodward and Hall (2012) study the com-
pensation that borrowers pay to mortgage brokers �for assistance through
the entire process from loan application to closing �and �nd that confused
borrowers overpay.
Our approach does not require explicit information on whether a house-

hold has asked for advice or even received it unilaterally, so we can detect its
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e¤ects even when advice is not explicitly observed. Of course, this requires
some identifying assumptions. But, as we will show, they are milder than
those required by comparisons of advised and non-advised accounts. We look
at the choice between �xed rate mortgages (FRM) and adjustable rate mort-
gages (ARM) using data on a sample of 1.6 million mortgages originated in
Italy by 175 banks over the 7 year-period from 2004 through 2010. Besides
information on the terms of the loans and characteristics of the households,
the data identi�es the bank originating the mortgage and shows its balance
sheet and a rich set of characteristics.
The idea of the test is simple. On the hypothesis that banks have het-

erogeneous relative advantages in o¤ering the two types of mortgage �some
banks, say, will have access to cheaper long-term �nancing and will thus
have a relative advantage in o¤ering FRM rather than ARM �we suppose
that they may in�uence households�mortgage choices in the direction that
is more advantageous to them. If a household is wary, the only thing that
should a¤ect its choice is the relative cost of FRMs and ARMs. That is,
the relative price of �xed and variable rate mortgages should be a su¢ cient
statistic to in�uence a given household�s mortgage choice. Thus, controlling
for the relative price of the two types of mortgage, the identity of the bank
or its cost characteristics should play no role.
Di¤erences in banks�e¢ ciency in supplying FRMs and ARMs should be

revealed in their relative prices and a¤ect household�s choice through this
channel alone; otherwise these di¤erences should play no role2.
On the other hand, as in Inderst and Ottaviani (2010, 2012a, 2012b) and

Ottaviani and Squintani (2006), if some households are naive, relative prices
are in general no longer a su¢ cient statistic for mortgage contract choices.
If banks exploit the con�ict of interest by o¤ering biased advice, the identity
of the bank and its characteristics should a¤ect households� choice, apart
from any e¤ect that di¤erences in supply characteristics may exert via the
relative prices of ARMs and FRMs. Our strategy is to test the null hypothesis
that the mortgage choice is una¤ected by price-relevant bank characteristics
when households�characteristics and the relative prices of the two types of
mortgage are controlled for.
We �nd, like Koijen, Van Hemert and Van Nieuwerburgh (2009), that

2The importance of bank-speci�c �xed e¤ects in a mortgage choice equation may re�ect
market sorting. For this reason our test focuses on time-varying bank characteristics.
These should be irrelevant for households�mortgage choices once prices are controlled for
even in cases where �xed e¤ects matter. We discuss this point more in detail below.
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the choice between ARM and FRM is strongly a¤ected by the relative prices
of FRM and ARM). But we also �nd that bank characteristics do predict
mortgage type choices even when the relative prices are controlled for. Fur-
thermore, households�mortgage choice is predicted not only by time-invariant
bank characteristics captured by bank �xed e¤ects, but also by time-varying
characteristics that measure changes over time in banks�incentives to recom-
mend a particular type of mortgage. For example, time variation in the bank
bond spread (the extra cost of �nancing by issuing �xed instead of variable
rate bonds), which measures changes in the banks�relative cost to provide
�xed rate mortgages, has a direct e¤ect on household mortgage choices, in
addition to the e¤ect it has through the relative prices of FRM and ARM.
A household borrowing from a bank in a quarter when the speci�c compon-
ent of the bond spread has increased is more likely to choose an FRM than
an otherwise equal household borrowing from the same bank in a quarter
prior to the increase, in both cases controlling for any di¤erence in relative
prices. This is consistent with the hypothesis that banks with a relative dis-
advantage in providing FRMs try to in�uence households�decisions in favor
of ARMs, not only by making the latter cheaper but also by distorting ad-
vice. Economically, the e¤ect of these distortions is signi�cant. For example,
a 1-percentage-point increase in the bank bond spread lowers the probability
of a household choosing a �xed rate mortgage by 2.8 percentage points; the
magnitude of this e¤ect is one tenth as great as that of a 1-percentage-point
increase in the relative price of FRMs.
We can rule out that our results re�ect unobservable household character-

istics produced by the sorting of certain types of households into certain type
of banks. In fact, when time-invariant bank e¤ects, which capture sorting,
are included as controls, time-varying bank characteristics have explanatory
power.
To validate this interpretation, we also exploit two implications of the

biased advice model. First, the e¤ect of distorted advice should be stronger
among unsophisticated consumers; and second, as we show formally, supplier
characteristics should distort choice more when there are frictions in adjust-
ing prices. Consistent with these implications, we �nd that time-varying
banks�incentives to o¤er distorted advice have a greater e¤ect on the mort-
gage choices of unsophisticated consumers; further, these e¤ects are stronger
�particularly among unsophisticated consumers �during periods when rel-
ative prices do not change.
The rest of the paper proceeds as follows. In Section 2 we set up a
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model in which advice is a partial substitute for price setting and show that
banks �nd it optimal to use advice to steer household choice. The model
shows that if there are at least two supply-side factors that can a¤ect banks�
mortgage prices, observation of one or more of these factors can be used to
detect the presence of unobserved distorted advice. In Section 3 we discuss
our empirical strategy and specify our main equation of mortgage choice.
Section 4 presents the data and Section 5 the estimation results. Section 6
concludes.

2 The Model

In a standard demand framework, prices are a su¢ cient statistic for the ef-
fect of supply factors on consumer choices. Households are uninterested in a
�rm�s costs or technology; they care only insofar as these factors a¤ect prices.
Therefore, if prices are controlled for, supply variables should not have any
predictive power on household choices. We use a simple model to refute this
property where the lender can give biased advice and apply it to the choice
between �xed rate and adjustable rate mortgages. If a consumer is unsure
about which of several products best �ts her needs, the �rm can opportun-
istically bias her choice by giving advice. If the advice is followed, variables
that are correlated with the bank�s incentives predict consumer choices even
controlling for prices: two households with identical characteristics facing
the same prices may make di¤erent choices if they get di¤erent advice. Since
biased advice is uniquely determined by lender pro�tability, supply factors
will a¤ect consumer choices regardless of prices. We show that this intuitive
implication holds in a simple mortgage market model where some borrowers
do not know which type of mortgage actually �ts their needs. Our main
result is that prices are a su¢ cient statistic for choices if there is no biased
advice; but biased advice implies that observable supply factors have an in-
dependent role; this in turn means that the latter can be used to detect the
presence of biased advice. Our model illustrates the conditions under which
the independent role of supply factors can be interpreted as a test for the
presence of (unobserved) biased advice.
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2.1 Households

A continuum of households live for two periods, and they all need to �nance
a house purchase. Households have CARA utility and di¤er in risk aversion

. G denotes the distribution of risk aversion across households. Income is
constant over time, nominal interest rates follow a random walk and in�ation
is unpredictable. Under these assumptions (as is shown by Koijen et al.),
household 
 chooses an adjustable rate mortgage (ARM) over a �xed rate
mortgage (FRM) if and only if

� >

H

2
(�2" � �2�)

where � is the FRM premium, H is the value of the house, �2" is the variance
of interest rates and �2� is the variance of in�ation. In Annex A we illustrate
the full derivation of the above decision rule.3 We normalize H = 2 and
�2" � �2� = 1 so that the household decision rule is

� > 


The normalization does not a¤ect the results qualitatively. Under these as-
sumptions, G(�) households choose ARMs and 1�G(�) choose FRMs.

2.2 Banks

There is a continuum of regions in the economy with one bank in each re-
gion. Customers cannot borrow from other regions and the distribution of
risk aversion is G in every region. Under these assumptions each bank is
a local monopolist4. Banks have �xed balance sheet size and �xed liabil-
ities. They can only determine asset composition, choosing between long-
term FRM and ARM. Every bank i is characterized by exposure to N sup-
ply factors (�1; :::; �N). Banks are heterogeneous in their exposure to these

3Provided households make only one mortgage decision and under the same assump-
tions about the time pro�le of income, in�ation and short-term nominal interest rate the
household�s decision rule would be the same if households lived for T periods and expected
the variances they face to be larger because uncertainty is over T periods rather than one.

4Our results also hold under more general market structures, as long as banks have
some market power. This is because what really matters for us is the bank�s ability to
choose both prices and advice: that is the absence of perfect competition is a su¢ cient
condition for our result.
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factors. Supply factors include the cost of long-term �nance, access to core
deposit funding, access to securitization markets, and everything that a¤ects
the relative cost to the bank of the two mortgage types, hence the incentive
to sell one rather than the other. Typically such factors a¤ect supply costs
by a¤ecting maturity mismatch and interest rate risk. For example, banks
with higher access to securitization markets can tolerate more risk, giving
them a comparative advantage in issuing FRMs (Fuster and Vickery, 2014).
Similar reasoning holds for our other supply factors as well. The bank has a
payo¤ function5 U(x; �; �) that depends on the share x of short term assets
(i.e. adjustable rate mortgages), the FRM premium and supply factors. The
bank takes � as given and chooses x and �.

2.3 No advice

Under these assumptions and in absence of advice, the problem of a bank
choosing the fraction x of short term assets and the relative price � can be
written as

max
x;�

U(x; �; �)

s.t.
x = G(�)

Since the bank has market power, the objective function can be re-written
as

v(�; �) � U(G(�); �; �)
so that the optimal FRM premium �(�) is determined by the �rst order
condition:6

v�(�(�); �) = 0

This simply leads us to our �rst result:

5We call it payo¤ rather than pro�ts because banks�choices typically include adjust-
ment for risk.

6Notice that we take interest rates as given and only allow the bank to set the relative
price of FRM and ARM. Clearly, if we let banks choose the interest rate level they would
charge an in�nite rate since households here must choose one of two mortgages. This is
done for simplicity and could be solved easily by adding an outside option, such as the
possibility for households of renting at a certain rental rate instead of owing. The outside
option would limit the interest rate that the monopolist bank can charge. Nothing relevant
would change in our analysis if we add this feature.
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Proposition 1: In absence of advice, the household�s mortgage choice is
independent of bank supply factors conditional on the relative prices of
ARM and FRM. In particular, E(mj�) = E(mj�; �) where m denotes
mortgage choice.

Prices depend on supply factors, but they do not a¤ect household choice
otherwise. Since bank supply factors are orthogonal to risk aversion,7 they
add no information, beyond relative mortgage prices, to household choices.
In a model with no advice, prices encapsulate all the relevant supply charac-
teristics. Proofs of this and the following characteristics are in Annex B.

2.4 Advice

We now show the solution when banks can a¤ect customers�choices also by
means of advice. To model advice we assume that a fraction � of the banks�
customers are naive. They do not know what their decision rule should be; in
our context this can be interpreted as uncertainty over unknown parameters,
such as the volatility of the interest rates and in�ation. Thus, there is scope
for well informed banks to provide counseling.8 The rest of the population is
sophisticated: they understand their decision rule. Naivete is independent of
risk aversion and is private information, so that the bank cannot distinguish
between naive and sophisticated borrowers. The bank can choose an optimal
distortion � in the decision rule. This means that where biased advice has
been given, the household�s decision rule becomes:

�� � > 


so that a bank that tilts the decisions toward ARMs will choose � < 0,
and one distorting it toward FRMs will choose � > 0. Since sophistication

7In the model orthogonality between supply factors and borrowers risk aversion is by
construction; in reality, sorting can break this lack of correlation. We discuss how we deal
with this in Section 3.

8If households don�t know what is best for them, advice is valuable. We do not model
"good advice". This is not a limit of this model or of our econometric test because, by
de�nition, good advice should re�ect household-speci�c factors (e.g. their level of �nancial
knowledge or - as in Gennaioli et al , 2014 - of their "anxiety") and as such should not
depend on bank characteristics. In our model advice should be interpreted as suggestions
beyond (or short of) what would be needed to make up for the customer�s ignorance. Put
this way, in our model all advice is biased advice.
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is unobservable, the bank gives the same advice to all the customers. Na-
ive customers just follow the advice, while the sophisticated ignore it (they
already know what is best for them). What is more, they realize that the
bank has tried to mislead them, so that when it gives advice to a wary cus-
tomer the bank su¤ers a reputation loss. We call this cost c(�; �; �). Under
these assumptions, the share of customers e¤ectively choosing ARMs is:

g(�; �; �) = �G(�� �) + (1� �)G(�)

so the problem becomes:

max
�;�

v(�; �; �; �) � max
�;�
(U(g(�; �; �); �; �)� c(�; �; �))

Under this formulation, the bank�s choices �(�) and �(�) solve the pair of
�rst order conditions:

v�(�(�); �(�); �; �) = 0

v�(�(�); �(�); �; �) = 0

Here, the N bank speci�c factors � a¤ect both the optimal distortion and
the mortgage price. Looking at the equations, we can see that in this case �
may have an independent role in determining mortgage choice even after the
price � has been controlled for. This is because choices are a¤ected by an
observed variable (prices) and a latent one (advice). Adding � to a regression
of mortgage choice on prices may add information on the unobserved value of
�. This result does not always hold: if prices are a su¢ cient statistic for the
e¤ect of � on �, they would capture everything that the econometrician needs
to know about � to predict mortgage choice, so that � would play no detect-
able independent role and the existence of distorted but unobserved advice
would not be inferred. In particular we can give the following de�nition:

De�nition: The above model satis�es the su¢ cient statistic property (SSP)
if there exists a unidimensional su¢ cient statistic of the supply factors
that fully determines � and �. That is, if there exists a real-valued
function y = f(�) such that � = h1(y) and � = h2(y).

If the model satis�es the SSP, knowing prices and advice gives the same
information as knowing only prices or advice. Therefore � has no additional
predictive power on mortgage choice once � is controlled for. The following
proposition clari�es the conditions under which we can identify the presence
of advice.
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Proposition 2 : If the model does not satisfy SSP, household choices depend
on the factors � even after prices are controlled for. In other words,
E(mj�; �) 6= E(mj�) where E(mj) is the conditional expectation of
the household decision.

Under SSP, E(mj�) = E(mjy) = E(mj�; �) so that the result in Propos-
ition 2 fails. Notice that if N = 1 the SSP is mechanically satis�ed with
f(�) = �: with only one supply factor: the factor itself is the su¢ cient
statistic. In short, for the econometrician advice is a latent choice variable.
For this reason, whenever distortionary advice is unobserved, supply factors
generally matter for consumer mortgage choice even conditioning on prices.
But if there is a su¢ cient statistic of supply factors that determines banks�
price and advice choices, the test fails, in that observing prices and advice
gives exactly the same information. We have presented conditions under
which the presence of bank supply factors is a test for the presence of ad-
vice in the mortgage market. Our test is more general than that. In every
situation where the bank has some control over prices and can give advice
(unobserved), our test can in principle establish the presence of biased ad-
vice. Thus, the same logic can be applied to any �nancial choice involving a
con�ict of interest between the bank and the customer, such as investment
or insurance product choices. Annex C provides an example that illustrates
the importance of the SSP for the validity of our test.

2.5 Price rigidity

In the previous section we showed the conditions under which we can infer the
existence of biased advice from the relation between banks�supply factors and
customers�mortgage choices, once frictionless mortgage prices are controlled
for. We now study the role of price rigidity, because advice is just a soft
communication and so is extremely �exible. On the other side, prices are
not. This is particularly true at large banks, where changes in pricing policy
may entail signi�cant coordination and other menu costs. Hence prices and
advice may di¤er in responsiveness to supply factors. We show that if prices
are less �exible than advice, one can infer the presence of biased advice from
the correlation of mortgage choices with supply factors even when SSP holds.
To see why, suppose there is a small menu cost of changing prices. If supply
conditions change only modestly, banks �nd it optimal not to change prices,
so that all movements in � are re�ected in movements in � and supply e¤ects
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on consumer mortgages reveal biased advice. Moreover, the magnitude of
the e¤ect of � on � may increase: if a bank cannot adjust prices, it is giving
up the natural channel to twist demand toward the product it prefers. The
alternative way to in�uence demand is to give advice, which thus under price
rigidity, becomes a substitute for pricing activity. To see this, consider the
model above and consider the case in which a bank, after a realization of
supply factors �, chooses to leave prices unchanged at �0 because of a menu
cost9. The distortion chosen by the bank now satis�es:

v�(�0; �(�); �; �) = 0

so that � has an e¤ect on choices even if the model satis�es the SSP when
prices are adjusted: since prices are not moving, the entire e¤ect of � on
choices is due to advice This can be summarized in the following proposition:

Proposition 3 Under price rigidity, E(mj; �; �) 6= E(mj�).

Moreover, price rigidities may amplify the e¤ects of supply factors since
advice substitutes for pricing in distorting demand. Still, we are not able to
establish this result formally, because the presence of rigidities changes the
optimal choice of the bank, moving the position of the marginal borrower
(i.e. the one who is indi¤erent between ARM and FRM) over the support
of the distribution of risk aversion. This implies that the marginal e¤ect of
supply factors on advice depends on the distribution of risk aversion. To see
this, note that the ARM share, in case of rigidities, is:

x = G(�0 � �(�))

so that
@x

@�i
= �g(�0 � �(�))

@�

@�i

and the marginal e¤ect depends on the shape of the distribution and the
bank�s payo¤function. If there is some complementarity for the bank between
prices and advice and if the distribution of risk aversion does not increase
too rapidly in � � � the marginal e¤ect is greater under price rigidity. For
example, v�� > 0 and g(�) uniform are su¢ cient conditions for this result to

9Here rigidity is implicitly modeled as a �xed cost F > 0 of changing the relative price.
In this case for small movements in � the optimal course is inaction. Note that the problem
of choosing advice remains static conditional on prices.
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be true. Generally, under v�� > 0, we need �xed costs that are high enough
in order to argue that the marginal e¤ect is not greater under price rigidity:
if it is not, this means that the distortion under price rigidity di¤ers very
substantially from that under price �exibility. When this is true, the mar-
ginal pro�tability of a change in prices must be higher, and high �xed are
necessary for this to to happen10.
In addition to these reasons, price rigidity helps in detecting the presence

of distorted advice when the relative price of FRM and ARM � is measured
with error or if there are omitted price-relevant demand side variables. We
discuss these issues in the next session.

3 Empirical strategy

In the model, we clarify the conditions under which it is possible to test for
biased advice. In particular, we establish that if supply factors a¤ect prices
and advice in di¤erently enough, a regression of household choice on supply
factors variables that a¤ect banks� funding access and costs � controlling
for prices � should �nd an important role not only for prices but also for
biased advice. In this section, we illustrate our empirical strategy to test for
the presence of biased advice and discuss the assumptions that enable us to
determine the e¤ect of advice. We run the following regression:

xibt = �1�ibt + �2zibt + �3Bbt + fb + ft + uibt (1)

where xibt denotes the mortgage choice of customer i at bank b at time
t and �ibt is its relative price. zibt is a set of customer-speci�c covariates
and Bbt a set of bank-speci�c supply factors; fb; ft are bank and time �xed
e¤ects, and uibt is an error term. We denote the choice of FRM by xibt =
1 and ARM by xibt = 0. We include � and z because they are natural
determinants of choices, and B to test for advice. The presence of fb and
ft helps us to gauge the importance of advice, as explained below. Our test
of advice relies on the economic and statistical importance of coe¢ cients in

10To see this, suppose there is only one supply factor and the optimal solution to the
bank�s problem is linear: �(�) = A1� + A2� and �(�) = B1�. Under price �exibility, � is
insigni�cant and has zero coe¢ cient for mortgage choice when � is controlled for. Under
rigidity, � does not react to � so that all the variation takes place through � and � matters
for choice. Therefore both the signi�cance and the coe¢ cient of � for mortgage choice
increase.
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�3: biased advice makes these coe¢ cients signi�cant and their sign should
be as predicted by the bank�s incentives. Speci�cation (1) makes it clear
that the e¤ect of advice on mortgage choice is determined only if household-
speci�c unobserved heterogeneity is not correlated with time-varying bank
supply factors. First, time-varying factors other than prices a¤ect mortgage
choices even in the absence of advice. For example, changes in interest rate
volatility simultaneously a¤ect choices and banks� balance sheets. These
time-varying factors tend to be aggregate, not bank-speci�c, so that adding
a time e¤ect takes care of them. Another potential problem is sorting: one
might argue that more risk-averse consumers tend to be found at more solid
banks, creating a correlation between choices and supply factors regardless
of advice, unless individual risk aversion or the bank�s soundness is observed.
To account for this, we include bank-speci�c �xed e¤ects. The idea is that if
there is any sorting this should take place through bank characteristics that
are stable over time: while one could argue, for example, that larger banks
attract more risk-averse customers, it is less likely that quarterly changes in
securitization activity or the share of deposits in total funding at a given bank
will alter the composition of the pool of borrowers. Therefore, the association
of stable bank characteristics with di¤erent borrower pools is consistent with
identi�cation, in our model, as long as time-varying bank-speci�c supply
factors do not a¤ect the composition of such pools. Formally, identi�cation
requires that

E(uibt; Bbtj�ibt; zibt; fb; ft) = 0 (2)

In other words, the unobserved characteristics uibt of the consumers who
borrow in quarter t from bank b, should bear no systematic relation with the
variation from quarter to quarter in the bank speci�c component of supply
factors, once we control for the relative price of the mortgages, �xed bank
characteristics, common time e¤ects and borrowers�observable characterist-
ics. This requires that borrowers not be sorted into banks purely on the basis
of quarterly change in some bank-speci�c supply factor, such as the cost of
long-term funding. We regard this as a mild and reasonable assumption.
The model in Section 2 carries two further implications about the ob-

servables. First, the correlation between bank supply factors and mortgage
choice, controlling for prices, should be stronger where there is some price
rigidity. As we show below, our data exhibit evidence of price adjustment
inaction, so we can test for this implication by estimating
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xibt = �1�ibt + �2zibt + �3Bbt + �4DbtBbt + fb + ft + uibt (3)

obtained adding the term �4DbtBbt to the baseline model, where Dbt is a
dummy for price inaction in bank b at time t. Based on the model, we
expect the e¤ect to be stronger during periods of inaction, so that �4 should
be signi�cant and of the same sign as �3; reinforcing the e¤ect of bank-speci�c
supply shocks. Second, the e¤ect should be stronger for less sophisticated
customers, as they rely more on advice. Furthermore the di¤erential e¤ect
of bank supply factors between sophisticated and unsophisticated borrowers
should be larger at times of price inaction. To test for this we estimate model
(3) separately for the group of sophisticated and unsophisticated borrowers
identi�ed using a proxy Sibt for the �nancial sophistication of customer i
choosing his mortgage from bank b at time t. If the model is correct, we
should �nd �3 and �4 to be larger (in absolute value) among unsophisticated
borrowers.
Before leaving this section, we discuss two additional instances that may

lead to a failure to identify condition (2). First, where there is measurement
error in �ibt. If the the relative price of FRM and ARM is measured with
error, because the true price is correlated with the bank supply factors, Bbt
will capture part of the true variation in the relative price and show signi�c-
ance even when there is no biased advice. Second, where some price-relevant
demand controls are omitted: in this case the price �ibt also captures the
e¤ect of these omitted factors on mortgage choice. This implies that �ibt is
no longer su¢ cient to characterize bank supply conditions. Hence, supply
factors Bbt may become signi�cant because they are correlated with the true
price even without distorted advice.
But under price inaction, these biases disappear. In fact, in both instances

the bias arises because of the correlation between �ibt and Bbt: Price inaction
breaks this correlation and allows one to identify the presence of distorted
advice even if �ibt is measured with error or if there are omitted demand
controls.

4 The data

We use data from two main administrative sources: the Italian Credit Re-
gister (CR) and the Survey on Loan Interest Rates (SLIR). Both datasets are
administered by the Bank of Italy. The �rst collects information on the loan
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exposures above the threshold of e 75,000 originated by all Italian banks. A
subset of 175 banks participate in the SLIR and also report to the Credit Re-
gister data on their lending rates. We have obtained quarterly data on all the
mortgages originated between 2004 and 2010 for all the 132 banks that par-
ticipate in the SLIR and are active in the mortgage market. The dataset has
complete records on around 1.9 million mortgages. Excluding contracts with
a partially adjustable interest rates and length of less than 10 years (103,814
observations), mortgages granted on special terms or conditions (13,470 ob-
servations) and loans to sole proprietorships (160,574 observations) we were
left with 1,662,429 observations on plain vanilla FRMs or ARMs (see Annex
E for more details). The dataset contains detailed information on type of
the loan (FRM or ARM), the contractual rate and original loan size, and a
number of borrower characteristics. In addition, we have the identi�er of each
of the originating banks; and, most importantly, we can merge the mortgage
dataset with detailed supervisory data on banks�characteristics and balance
sheets. Finally, we complement the mortgage-originator data with inform-
ation on the structure of the local market, the local market power of the
bank and the distance between the bank�s headquarters and the borrower
residence. In the end, our dataset includes features of borrower, lender, the
speci�c terms of the mortgage, and information on the local market.

4.1 Computing the relative price of FRM

There are two views on the best gauge of the long term �nance premium
(LTFP), the relative price of FRMs and ARMs in a household�s mort-
gage choice. Campbell and Cocco (2003) posit that the choice of liquidity
constrained households is driven by the current di¤erence in funding costs,
de�ned as the spread between FRM and ARM rates (rFRM � rARM). Using
panel data for nine countries, Badarinza et al (2014) support this view and
�nd that the spread between FRM and ARM rates has a stronger explan-
atory power for the "ARM share" (ARMs as a percentage of all mortgages)
than other measures based on forecasts of ARM rates over a longer horizon.
They therefore conclude that current cost minimization, not longer-term fore-
casts of ARM rates, is the primary driver in the choice.
Koijen et al (2009) propose an alternative measure of the LTFP. The

mortgage�s choice is driven by the time-varying FRM risk premium, de�ned
as the di¤erence between the �xed rate and expected future average values
of the ARM rate (rFRM � E(rARM)). This spread is ordinarily positive, as
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borrowers pay a premium to be shielded from interest rate increases. Because
they only have aggregate data, they proxy the FRM risk premium by the
long-term bond risk premium, computed as the di¤erence between the 10-
year bond yield and the expected 1-year bond yield, proxying expectations
about the latter with a moving average of past yields.
In our analysis we compute both measures at the borrower-bank level. In

particular, we calculate: i) Spread = r
FRM

ibt � rARMibt ; ii) FRM risk premium=
rFRMibt � E(rARMibt ) for household i borrowing from bank b at time t.
Since we observe the interest rate on the chosen mortgage at time of

origination, we can rely on both time series and individual speci�c variation
in the relative cost of the two types of loans.11 Obviously, while we observe the
rate on the mortgage actually chosen by individual i and originated by bank b
�say an FRM (ARM), we do not observe the rate on the alternative type of
mortgage at the bank. We overcome this problem by imputing the rate that
the customer would have been charged had they chosen an ARM (FMR).
For this we group customers that chose FRM and ARM respectively, and
then run a sequence of regressions, one for each bank, of the rate charged
on each type of loan on loan characteristics, borrower characteristics and a
full set of time dummies. We then use the estimated parameters to impute
the interest rate to the speci�c household (for details on the imputation, see
Annex D. There are three key points. First, because we run bank speci�c
regressions any systematic interest rate di¤erence across banks is re�ected
in the imputed interest rate. Second, because each regression includes a
full set of time dummies, any e¤ect on interest rates of any time varying
bank-speci�c variable is also re�ected in the imputed rate, in particular any
variation in its supply factors. Thus the residual di¤erence between the true
rate the consumer would have faced on the alternative mortgage and the
imputed rate re�ects only unobserved borrower-speci�c characteristics. This
measurement error may create attenuation bias in the estimated e¤ect of
the relative price of FRM on mortgage choice but is orthogonal to the time
varying bank variables that we will use as proxies for the incentive to distort
advice.
11For instance, the adjustable rate mortgage is given by the one-month interbank rate

plus an individual speci�c credit spread. The �rst re�ects time-varying market conditions
and is common to the set of borrowers choosing ARM in a given quarter from a certain
bank, but potentially can vary across banks; the second, re�ects individual-speci�c credit-
worthiness and di¤ers in the cross section of borrowers that obtain an ARM in the same
quarter.
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Finally, to compute the FRM risk premium (rFRM�E(rARM)) we follow
Koijen et al (2009) and measure E(rARM)) using di¤erent lags and leads of
the short terms ARM . Clearly, zero lag coincides with the current spread.
Figure 1 shows that, as in Koijean et al (2009), the one-year lag measure
of the FRM risk premium has the greatest predictive power for the ARM
share using either aggregate data (the light color bars) or individual data (the
darker bars). Hence, we will use this as our reference measure. But notice
the very close correlation of ARM share with the current spread. Figure 2
plots the aggregate ARM share (the share of new adjustable rate mortgages
over total new mortgages) together with the FRM spread and the FRM risk
premium using one-year lag to measure the latter; both correlate positively
with the ARM share, but the �t of the FRM spread is somewhat better.
Table 1, Panel A reports summary statistics for the actual and imputed

rates together with other information on the mortgage contract. The rest of
the table reports summary statistics on the borrower (Panel B), the balance
sheets of the lenders (Panel C) and the bank-borrower relationship (Panel
D). More information is provided in Annex E.

4.2 Banks�supply factors

We use three measures for the bank supply factors that should a¤ect the
relative cost of FRM and ARM . The �rst is the bank bond spread - the
premium the bank pays for raising long-term funding via �xed-rate over
variable rate bonds. Banks that pay a higher premium face a higher cost
of supplying FRM and should therefore have an incentive to distort advice
towards ARM . For most of the banks in our sample we observe both rates;
some small banks are not always active in both the �xed and variable rate
bond markets. For those quarters in which these banks were inactive in
a speci�c segment we impute the rate using the bank-speci�c spread (with
respect to the market rate) the last time they were active in that segment.
We show that results do not depend on this imputation.
The second measure is a proxy for banks�access to securitization. Fuster

and Vickery (2014) show that the share of �xed-rate mortgages is positively
related to access to securitization. By allowing banks to dispose of some of
their assets, securitization enhances asset allocation �exibility and so makes
long-term investments more palatable. These banks should have a relative
advantage in originating FRMs vs ARMs and should accordingly, bias their
advice towards the former. We proxy access to securitization with a dummy
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variable equal to 1 if the bank (or the group to which the bank belongs to)
has sold securitised loans on the market in the last two years.
The third measure is the share of deposits in total funding. Because

individual depositors face higher switching costs than institutional investors,
banks that can count on core deposits can be slower and less complete in
adjusting their funding to changing market conditions than banks whose
liabilities consist mainly of variable rate bonds, which respond rapidly and
fully to market movements (Berlin and Mester, 1999). Hence, the former are
less exposed to market risk and so are better able to stand greater maturity
mismatching. Being less subject to interest rate risk, banks with a relatively
large deposit base should have a relative advantage over banks with a low
deposit share in issuing FRMs vs ARMs and may be expected to bias their
advice accordingly. This is consistent with Berlin and Mester (1999) and
Ivashina and Scharfstein (2010), who found that banks with better access to
rate-inelastic core deposits more commonly engage in loan rate smoothing
(i.e. relationship lending).
In sum, when estimating equations 1 and 3 we expect �3 and �4 both

to be negative if the bank supply factor considered is the bank �xed bond
spread and both to be positive if it is securitization activity or the deposit
ratio.
Table 1, Panel C, shows summary statistics of our supply factors.

4.3 Identifying price inaction

To identify periods of inaction in setting the relative price of FRMs and
AMRs we look at the changes in the spread between them over time, r

FRM

bt �
rARMbt : This is the price that banks control. For each bank, we compute it
by taking averages across borrowers of the rates charged on the two types of
mortgages originated by the bank in each quarter covered by the sample. The
�rst column of Figure 3 shows the cross-sectional distribution of �Spread =
�(r

FRM

bt �rARMbt ) over the whole sample (2004-2010), both before the �nancial
crisis (2004-2007) and during it (2008-2010). In all periods the distribution
has a spike around zero, consistent with infrequent adjustments of relative
mortgage prices.12 The distribution tends to be symmetric around zero ex-

12Because we are considering the average spread over quarters, the change may di¤er
slightly from zero due to time aggregation. For instance, if adjustment takes place in
the last ten days of the quarter, the change in that quarter will not be exactly zero.
Accordingly, we de�ne inaction as a change in the spread within a small interval around
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cept during the �nancial crisis, when it shows a fat tail to the right: that is fol-
lowing the Lehman Brothers�default Italian banks had trouble issuing �xed
rate bonds, which resulted in a higher costs of FRMs (Levy and Zaghini,
2010). Therefore, part of the adjustment of the spread re�ects changes in the
slope of the yield curve that modify the relative cost of FRM . The second
column of Figure 3 shows the distribution of changes in the spread net of the
adjustment in the slope of the yield curve (�(r

FRM

bt � rARMbt ) � �Slopet).13
When these are �ltered out, the distribution of the changes in the relative
price of FRM and ARM becomes symmetric around zero. This discon�rms
the hypothesis that most of the changes during the crisis re�ects an increase
in the cost of �xed-term borrowing common to all banks.
Our main indicator of price inaction for bank b in quarter t is a dummy

equal to 1 if �(r
FRM

bt � rARMbt ) is comprised between � sd

3
, where sd is the

standard deviation of the spread of bank b. For robustness we also compute
alternative measures. First, we de�ne inaction using a tighter threshold,
namely � sd

4
. Second, we de�ne inaction if the change in the spread of bank

b in a given quarter falls within �1
3
of the standard deviation of the change

in the spread in the pooled data.
Using our main de�nition, banks are inactive about 40 percent of the time

with conderable heterogeneity in the number of price adjustments (Figure 4).
Figure 5 shows that this �nding is robust to changes in the inaction measure,
while Figures 6 shows that hazard rates are decreasing over time, consistently
with the baseline menu cost models.

4.4 Other controls

In estimating (1) and (3) we control for characteristics of the mortgage
(amount, whether it is a joint mortgage), borrower speci�c variables (age,
sex, dummies for Italian nationality and cohabitation) that capture part of
the heterogeneity in consumer preferences; characteristics of the local market
(provincial lending concentration measured by the market share of the top
lender, GDP per capita), and a measure of borrower-lender relationship (the
distance between borrower�s residence and lender�s headquarter). We also

zero.
13The slope of the yield curve is obtained by taking the di¤erence between the 15-year

swap rate and the 1-month interbank rate. We use the 15-year swap rate because the
average maturity for a mortgage contract in Italy is 15 years (Casolaro, Gambacorta and
Guiso, 2005).
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consider a dummy for the "Bersani Law" (Law 40/2007) which abolished
early-prepayment fees and a dummy for those banks that joined the �Patti
Chiari�(Clear Deals) initiative launched in 2003 by the Italian Banking As-
sociation to simplify bank-borrower relation. Summary statistics for these
variables are reported in Table 1 panel B and D.

5 The results

Before estimating our baseline model (1), in Table 2 we report OLS estimates
of various speci�cations of households mortgage contract choice. Because
Probit estimates are known to be biased when there are a large number of
�xed e¤ects (Lancaster, 2000) and because in Probit regressions interaction
e¤ects are not readily interpreted, given the importance of both �xed and
interaction e¤ects to our identi�cation strategy, in the rest of the paper we
estimate linear probability models. The left hand side is a dummy variable
equal to 1 for FRM and 0 otherwise. The �rst column controls only for
bank �xed e¤ects. Systematic di¤erences across banks can explain about 9.8
percent of the variance and bank �xed e¤ects are highly signi�cant jointly.
The second column adds the long-term �nancial premiummeasured using the
FRM risk premium. As expected this variable has a negative e¤ect on mort-
gage choice, and it is highly signi�cant (p-value < 1%). Interestingly, while
the bank �xed e¤ects continue to be statistically signi�cant, when the relative
price is added the explanatory power increases considerably: the model can
explain about 47.6 percent of the variance. This is consistent with role that
theory attributes to relative prices. Economically, a one percentage point
increase in the relative cost of FRMs, lowers the probability of choosing
this type of contract by as much as 31 percent. The correlation in column
II between mortgage choice and relative price captures both variation over
time in the relative cost of FRMs common to all banks as well as variation
over time speci�c to the bank (systematic di¤erences in relative prices across
banks are picked up by the bank �xed e¤ects). Column III includes a full set
of time dummies so that the variation in the relative price of FRMs is now
strictly bank speci�c. Notice that since the expectations about future short
term rates used to compute the average expected ARM rate are common to
all individuals, they are absorbed by the time �xed e¤ects; thus the variation
in the FRM risk premium re�ects that in the current spread. When we rely
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only on this source of variation, the marginal e¤ect on the relative price is
negative and signi�cant, and also somewhat larger (a one percentage point
increase in the spread lowers the probability of choosing a FRM by 35 per-
cent). Adding time �xed e¤ects also improves the �t (R2=0.59) suggesting
that there are relevant time varying common variables, apart from the FRM
risk premium, such as changes in the relative riskiness of the two types of
mortgage contract captured by the time e¤ects. Adding borrower speci�c
controls (Column IV) and then a set of province �xed e¤ects and a measure
of local market concentration (Column V) adds little explanatory power and
leaves the marginal e¤ect of the relative price unchanged. Columns VI replic-
ates the estimates in Column II using the current spread as a measure of the
LTFP . The results are very similar to those using the FRM risk premium
although the latter yields a marginally better �t. Hence, in the rest of the
paper we simply take the FRM risk premium as our gauge of the LTFP .
Overall, this evidence assigns a key role to the relative price as a driver

of mortgage contract choice - a point made by Koijen et al (2009). But it
also reveals some systematic e¤ects of �xed characteristics of the mortgage
originator. This may simply re�ect sorting or it may re�ect lenders�system-
atic ability to shift consumer choices not via prices but via biased advice.
To shed some light on the importance of sorting we retrieve the bank �xed
e¤ects from the estimates in Table 2, Column V, whose distribution is shown
in Figure 7. The �gure suggests some heterogeneity in the pattern of banks
specialization: some banks mainly originate FRMs; others mainly ARMs:
The vast majority, however tend to originate both. We then compute the
means of the observable borrower characteristics for banks that tend to ori-
ginate mostly FRMs (the top 5 percent of the distribution of the bank �xed
e¤ects), mostly ARMs (the �rst decile of the distribution of the bank �xed
e¤ects) and of those that tend to originate both. Means and variances are
reported for the whole sample and for our two subperiods (2004-2007 and
2008-2010). As can be seen from Table 3, there is no di¤erence in any ob-
servable borrower characteristic neither across the three types of banks nor
over time for a given type of bank. Although sorting could of course occur
as a result of unobservables, the fact that the observable borrower charac-
teristics are so similar across banks and over time makes this a fairly remote
probability (Section 5.4 discusses this issue in greater detail). Even so, in
our tests for biased advice we always include bank �xed e¤ects and rely only
on bank-speci�c time variation in supply factors.
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5.1 Baseline model estimates

Table 5 shows the estimates of our baseline model (1). The �rst column
uses the complete speci�cation of Table 2 (Column V) and adds the �xed
rate bank bond spread, the securitization activity dummy and the deposit
ratio as measures of time-varying banks supply factors. Not only are these
variables statistically signi�cant (the �xed rate bank bond spread at 10%
and the other two with p-values < 1%), their sign too is consistent with the
nature of the banks�incentives that they are intended to re�ect, as discussed
in Section 4.2. A high �xed-rate bond spread lowers the chances that the
borrower will opt for a �xed rate mortgage, while the bank�s ready access
to loan securitization and its ability to rely on core deposits for funding
both increases the likelihood of the borrower�s taking an FRM: Because the
estimates control for the relative price of FRM and ARM , these e¤ects are
additional to any e¤ect of lender supply factors on the spread. In fact, a
regression (unreported) of the spread on bank �xed e¤ects, time dummies
and our three bank supply factors shows that these variables do a¤ect the
spread. Taken together this evidence is consistent with the hypothesis that
banks respond to changes in funding conditions both by adjusting prices and
by giving biased advice.14 The fact that costumers�choice is correlated with
these bank variables is also consistent with models of naive consumers, as in
Ottaviani and Squintani (2006) and Kartik et al (2007), while it tells against
models of uninformed but smart costumers which predict that advice will not
distort choice (as in Crawford and Sobel, 1982). Our results suggest that the
mortgage market is more likely to be populated by genuinely naive costumers
than by uninformed borrowers who rationally anticipate that their bank will
be o¤ering biased advice. If that were the case, the biased advice would not
be credibly transmitted and it would therefore not distort behavior.
Compared with the response to changes in relative mortgage prices the

e¤ect of biased advice is smaller, as one would expect, but far from negligible.

14The correlation could re�ect reverse causality: that is banks faced with a stronger
demand for FRMs securitize more and try to attract more deposits. We have two answers
to this observation. First, a current shift in the relative demand for FRMs is unlikely to
be able to cause a response in securitizaton and in the deposit base in the same quarter;
and most importantly, reverse causality cannot explain the e¤ect of the bank bond spread.
An increase in the relative demand for FRMs would trigger an increase in the issues of
�xed rate bonds (to match maturities) and presumably an increase in the bond spread -
giving rise to a positive correlation between FRM share and bond spread. This is the
opposite of what we �nd.
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A 100 basis point increase in the �xed-rate bank bond spread lowers the
probability of the borrower opting for a FRM (through the biased advice
channel) by 2.6 percentage points, which is 1/13 of the e¤ect of an increase
in the LTFP of that size. A one standard deviation increase in the quarter-
to-quarter variation in securitization activity increases the probability of a
borrower choosing an FRM in that quarter by 3.1 percentage points; it
increases by a similar amount (3.2 percentage points) if the quarter-to-quarter
speci�c variation in the bank deposit ratio increases by one sample standard
deviation.
In Column II we run the estimates using only the banks for which we

actually observe the �xed rate bank bond spread in all relevant quarters,
thus avoiding imputations. Though we lose about 400,000 observations, the
results are unchanged. One problem is that the banks�supply factors might
be capturing non-linear e¤ects of the relative price of FRMs versus ARMs
in the household�s decision problem. To address this concern, Column III
adds a quadratic and a cubic term in the LTFP . The results do not war-
rant the concern: although there is some evidence of non-linearity in the
e¤ect of LTFP on contract choice, the e¤ect of the bank supply factors is
unchanged, both statistically and economically. Finally, Column IV assesses
possible distortions due to local shifts in the demand for di¤erent mortgage
types by adding time-province �xed e¤ects; and in Column V we run the
model only for the banks that are present in all provinces, in order to assess
possible biases due to sorting (see Section 5.4). The results are unchanged,
qualitatively and quantitatively.
It is worth emphasizing the thought experiment that underlies the iden-

ti�cation of biased advice in our estimates. Take the e¤ect of the �xed rate
bank bond spread. The estimate of this coe¢ cient results from comparing
the choices of customers at a given bank in a given quarter facing a given
(customer speci�c) FRM spread with the choices of the customers of the
same bank in a di¤erent quarter, possibly facing a di¤erent (customer spe-
ci�c) FRM spread and observing that customers that choose the contract in
a quarter in which the bank faces a larger spread to attract long-term fund-
ing tend (once the component of the spread common to all banks is �ltered
out) to opt for �xed rate mortgages. In making this comparison, we take
into account the fact that the pools of customers in di¤erent quarters may
have di¤erent observable characteristics, and we interpret the result of the
comparison as evidence that banks use biased advice to distort the mortgage
contract choices of their customers to their own advantage. That is when
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the cost of long term funding increases relative to short term, the bank tends
to recommend ARMs so as to reduce exposure to interest rate risk. This
interpretation rests on the identifying assumption that the variation in the
unobservable characteristics of the pools of borrowers from one quarter to the
next is not correlated with the quarterly change in the �xed rate bank bond
spread. A similar argument applies to the deposit ratio and to securitization
activity. As this is the key identi�cation assumption in our empirical model,
we discuss it further in Section 5.4.

5.2 The results with price inaction

Table 6 reports the estimates of model (3) which adds to the baseline model
(1) interaction terms between the three bank supply factors and a dummy
equal to 1 if in a given quarter the bank kept the FRM=ARM spread un-
changed. The model predicts greater reliance on advice - hence greater bias
in household contract choice - in periods of price inaction. In Panel A, we
use our reference measure to de�ne price inaction. In all speci�cations the
interaction with the price inaction dummy has the same sign as that of the
speci�c supply factor - thus reinforcing its e¤ect - and is statistically signi-
�cant. The e¤ect is particularly strong for the �xed rate bank bond spread:
in quarters in which the bank does not adjust the FRM spread, an increase
of 100 basis point in the cost of long-term funding lowers the probability
that a household will choose an FRM through the advice channel by about
almost 8 percentage points - against an average e¤ects over all periods of 2.6
percentage points (using the estimates of Column I, Table 5 and Column I,
Table 6). In periods of price adjustment, changes in the bond spread trans-
late mostly into changes in relative mortgage prices, leaving little room for
the advice channel. For the other two factors the di¤erences in marginal ef-
fects between times of price inaction and the overall average for all quarters
are more limited, but they are positive, as the biased advice model implies,
and they are statistically signi�cant.
As was observed in Section 3, studying the e¤ect of bank supply factors

under price inaction not only permits a valid test of a unique implication of
the biased advice model even when only one supply factor is available but
overcomes two potential objections. The �rst objection is that supply factors
may become signi�cant only because the relative mortgage price is measured
with error. Because the rate on the mortgage not chosen is imputed, this
may be a concern. Since the bias arises because supply factors are correlated
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with the relative mortgage price (measured with error), price constancy this
correlation and allows a neat identi�cation of the advice channel. The second
objection is that this procedure might omit demand controls that also a¤ect
relative mortgage prices. Because the omitted controls end up in the error
term, they will bias the coe¢ cient of relative price; and because the relat-
ive price and supply factors are correlated, the latter�s e¤ect may become
signi�cant, independently of distorted advice. Though the time-province
�xed e¤ects in Column V should capture these factors for demand shift, it
is still questionable whether they capture them all.15 Under price inaction
this source of bias is eliminated so if supply factors nevertheless still a¤ect
mortgage choice, this is clearly due to biased advice.
These results are con�rmed if we use the more stringent de�nition of price

inaction, as is shown in panel B, Table 6.
Hence, on this ground too we conclude that the evidence consistently

indicates a signi�cant role for biased advice when households choose between
FRMs and ARMs.

5.3 Financial sophistication

The model in Section 2 predicts that banks supply factors bias the mortgage
choice of unsophisticated customers more than those of sophisticated borrow-
ers. To test this implication we estimate model (3) separately for samples of
sophisticated and unsophisticated customers. We proxy sophistication with
the size of the loan and distinguish between experienced borrowers (who
have borrowed from some banks in the past) and inexperienced borrowers
(who are applying for a loan for the �rst time). Wealthier households tend
to be more �nancially sophisticated (Calvet, Campbell and Sodini, 2009);
in turn, wealth is positively correlated with the size of the house purchased
and thus with that of the loan. Relying on this argument, we de�ne "un-
sophisticated" households as those taking out a mortgage for the �rst time
and for an amount less than e 80,000, not far above the Credit Register
reporting threshold. This group accounts for about 2 percent of our sample
observations. We than select 2% of the observations from the top tail of the
distribution of mortgage size (above e 320,000) among borrowers who have

15Inserting time-province �xed e¤ects leaves the e¤ects of the relative price and of the
interaction terms unchanged, suggesting that omitted demand shifters are unlikely to be
an issue.
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already borrowed in the past: this de�nes the group of "sophisticated" bor-
rowers. Table 7 shows the estimates on the two samples using the benchmark
measure of price inaction. Results are the same using the tighter de�nition
of inaction. (Panel A). Two broad features emerge. First, unsophisticated
borrowers display a stronger negative response to increases in the �xed-rate
bond spread, and particularly so at times of price inaction. In periods of
price inaction, a 100-basis-point-increase in this spread lowers the probab-
ility of choosing an FRM by 8.5 percentage points among unsophisticated
households and 3.6 points among the sophisticated ones and the di¤erence
is statistically signi�cant (the test for the di¤erence in shown in the last
column). Second, the overall response of mortgage choice to the securit-
ization activity indicator and to the core deposit ratio is positive for both
groups but larger overall among unsophisticated and again particularly so in
times of price constancy. For instance, a one standard deviation increase in
the quarter to quarter bank speci�c variation in the deposit ratio increases
the probability of opting for a FRM by 4.2 percentage points among the
unsophisticated and by 3.0 percentage points among the sophisticated in
normal times and by 4.9 and 3.0 points respectively during quarters of price
inaction. Securitization activity has similar e¤ects, and they too are stronger
at times of price inaction.16

16Though this evidence is consistent with the di¤erential e¤ects of biased advice on
wary and naive borrowers predicted by the model, there is problem with our proxy for
sophistication: we may be confounding the e¤ect of sophistication with the pure e¤ect of
the size of the loan. From Section 2.1, a larger loan leads to larger portfolio risk, shifting
household choices toward FRMs. We solve this problem by noting that, in the case of
pure size e¤ects, the e¤ect of the loan size on prices and advice should be proportional,
whereas our estimates suggests that in the data it is not. From Section 2, the fraction of
households choosing ARMs is

x = G

�
�+ �

H�2

�
where G is the distribution of risk aversion (with density g), � is the FRM premium, �
is the advice bias, �2 is the variance of real interest rates and H is the size of the loan.
� and � are choices for the bank so that they depend on supply factors. The e¤ect of a
change in the supply factor �k is then:

@x

@�k
= g

�
�+ �

H�2

�
1

H�2

�
@�

@�k
+
@�

@�k

�
If changes in H are pure size e¤ects, distortion and prices are a¤ected proportionally by �k.
Therefore the change in the regression coe¢ cients of prices � and supply factor � should
be proportional as well. Now suppose that H is related to the fraction of sophisticated
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The results are qualitatively similar (and quantitatively relevant) if we
change the threshold de�ning price inaction.
Overall, we take the results in Table 7 as additional evidence for the

importance of biased advice.

5.4 Alternative explanations

In the foregoing econometric analysis, we show that households mortgage
choices are a¤ected by bank supply factors, which we interpret as evidence of
biased advice. Alternative explanations are of course possible. One that we
have already discussed is sorting: a given bank�s balance sheet characteristics
may a¤ect the pool of customers it attracts. For example, banks that engage
in riskier activities might pay a larger premium for long-term funding and at
the same time attract less risk-averse customers. 17 Because borrower risk
aversion is not observed its e¤ect on mortgage choice could be captured by
the bank supply factors, potentially explaining our results even excluding the
advice channel.
Unobserved heterogeneity due to sorting of customers by time invariant

bank characteristics is inconsequential for the estimates, since this is accoun-
ted for by the bank �xed e¤ects. Furthermore, as noted in Section 5, when
we split banks according to pattern of specialization in FRMs or ARMs,
we �nd that the mean and variance of our six household-speci�c variables
do not vary across subsamples, which suggests that even sorting by stable
characteristics is unlikely to play a role (Table 3).
However, there could be sorting by the time varying component of the

bank supply factors, a possibility that we excluded by imposing it as our
identifying assumption. For this assumption to fail and for our results ac-
cordingly to be driven by sorting depending on time-varying supply factors,
the distribution of risk aversion would have to react to quarterly changes
in supply factors. This does not seem like a plausible mechanism, if only
because customers have limited access to banks�balance sheet data. In other
words, our key identi�cation assumption is that the composition of borrowers

borrowers �. In this case a change in H leads to a change in �, leading in turn to a change
in @�=@�k, @�=@�k. In this sense, the fact that size has an e¤ect on choices that is not
proportional between � and � signals that the e¤ect works through sophistication rather
than pure size.
17Note that the theoretical model does not allow for sorting, since all banks face the

same pool of borrowers.
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at a given bank does not vary with its balance sheet. To further strengthen
this assumption, we look for evidence of this kind of sorting in our sample.
Table 4 seeks to explain household-speci�c observable characteristics at a
given bank using our three time-varying supply factors (while controlling for
bank �xed e¤ects). No coe¢ cient is signi�cant.
One possible critique of our check is that some sorting may be due not to

observables but to unobserved heterogeneity, in particular di¤erences in risk
aversion. We conclude that there is not much evidence that this mechan-
ism drives the result. First, our observables contain proxies of risk aversion,
such as the mortgage size (proxying for wealth) and the cohabitation dummy
(proxying for informal insurance demand). Second, we run a speci�cation of
the model only for banks that are present in all provinces: sorting is more
likely in smaller banks, as the large ones have bigger customers base (Table
5, Column V). The supply factors remain statistically and economically sig-
ni�cant in this speci�cation; if anything their e¤ect becomes stronger (the
coe¢ cients for securitization and the deposit ratio display a moderate in-
crease), which is inconsistent with sorting at local level).
Taken together, the evidence in Tables 3 and 4 suggests that di¤erent

banks face a similar pool of borrowers that does not change with balance-
sheet variables. This helps to address the next two alternative explanations
of our �ndings.
A second possible explanation is that the results re�ect rationing rather

than advice. Suppose banks target a desired FRM share s that depends on
supply factors (and so is higher for banks with larger core deposits, easier
access to securitization and a smaller bond spread). If the actual share is
below target the bank turns down applicants who opt for ARM and grant
mortgages only to those who choose FRM ; and conversely if the share is
above target. This could explain our �ndings. Supply factors will a¤ect the
probability of observing a given mortgage choice. Rationing, and thus the
e¤ects of supply factors, will be more severe at times of price inaction and
these e¤ects may be stronger for unsophisticated borrowers if they face higher
search costs, so that they are more likely to take the contract o¤ered rather
than move to another bank and keep searching. However, rationing implies
sorting which should be visible even on observable features, but in our data
this does not occur.
A third concern turns on the di¤erence between advice and advertising. If

some banks invest in advertising a particular �nancial product, they will tend
to sell more of it, even in the absence of advice (Gurun, Matvos and Seru,
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2015). If the di¤erence in advertisement levels is correlated with balance
sheets, then our results could not be interpreted as advice. While some
advertising might be present in our sample, if this is to be the key driver
of the result we would have to observe at least some sorting. By de�nition
advertisement a¤ects a vast pool of potential borrowers before they self-select
into a given bank. A bank heavily pushing ARMs over FRMs would end up
with a certain type of customers. But as we have seen, the data display little
evidence of sorting, so we see advertisement as an implausible explanation
for our results.

6 Conclusion

In this paper we use a novel methodology to detect the presence of biased
�nancial advice from banks to households choosing a mortgage. We show that
in a simple model of mortgage choice where the lender can set the price and
also give the customer advice, the relative price of �xed rate and adjustable
rate mortgages is generally not a su¢ cient statistic for the choice. Banks that
face a mixed pool of sophisticated and unsophisticated borrowers will respond
to changes in the cost and availability of funding by adjusting prices and by
providing advice to steer borrowers toward the choices most advantageous
to the bank. Hence, supply shocks a¤ect borrowers�mortgage choices not
only through prices but also directly, insofar as they proxy for unobservable
advice; and thus they actually reveal the existence of such advice.
We �nd evidence that is consistent with this prediction and thus with the

hypothesis that intermediaries o¤er biased advice to customers. Time varying
measures of the bank�s incentive to steer households towards adjustable rate
mortgages - such as its access to long-term funding - a¤ect household choice
even when controlling for the relative cost at origination of the two types of
mortgage. As the model predicts, the e¤ect of this distortion is stronger in
periods when banks do not adjust the relatives price of their mortgages. In
addition, and again consistent with the model, non-price supply side e¤ects
on borrowers�choice are stronger in the case of unsophisticated borrowers,
who should theoretically be more responsive to the bank�s advice. Further
research is needed to assess the e¤ects of �nancial advice on the performance
of mortgages and to seek to determine whether bank advice is bene�cial or
harmful to consumers.
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Annex A. Mortgage decision rule

In Section 2 we refer to the Koijen rule (Koijen et al., 2009) for mortgage
choice. Here we show that in our setting this rule governs mortgage choice.
Consider a household with CARA utility and absolute risk aversion 
. In-
come is y in every period and we abstract from saving behavior. The house-
hold needs to �nance the purchase of a house worthH with a 100% mortgage.
The house is purchased before the �rst period and sold after the second. Util-
ity from housing is separable from utility from consumption. Under these
assumptions, consumption in each period equals income minus interest pay-
ments. The household must choose between FRM and ARM . Under ARM ,
the household pays the nominal interest rate r + � + " where r is known,
" � N(0; �2r) is an unpredictable component, and � � N(0; �2�) is in�ation.
" and � are uncorrelated. Under FRM, she needs to pay interest r + � with
� > 0 known. Under these assumptions, choosing ARM is optimal if and
only if

�1


E
�
e�
(y�(r+")H)

�
� �1




�
Ee�
(y�(r+���)H)

�
Using the MGF of the normal distribution the above inequality reduces to

� >

H

2
(�2" � �2�)
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so that in our setting the Koijen rule is optimal. In the data �2" > �2�
and � > 0, so that the rule correctly predicts that a positive fraction of
customers will choose both types of contract. This simple model posits just
two periods but the results are the same in a multi period model, adjusting
once parameters such as income and variances appropriately.

Annex B. Proofs

In this annex we prove the propositions that characterize the model solution.
In what follows we adopt the convention m = 1 if the choice is ARM and
m = 0 if the choice is FRM.

Proposition 1: In the absence of advice, households�mortgage choice is
independent of bank supply factors conditional on the relative prices of
ARM and FRM. In particular, E(mj�) = E(mj�; �) where m denotes
mortgage choice.

Proof If there is no advice the equilibrium household decision rule as a
function of risk aversion and supply factors is:

m(
) =

(
1 if �(�) > 


0 if �(�) � 


so that E(mj�) = G(�)E(mj
 > �)+(1�G(�))E(mj
 � �) = G(�) =
E(mj�; �).

Proposition 2: If the model does not satisfy the SSP, household choices
depend on the factors � even controlling for prices. In other words,
E(mj�; �) 6= E(mj�).

Proof With advice, the household decision rule becomes:

m(
) =

(
1 if �(�)� �(�) > 

0 if �(�)� �(�) � 


NowE(mj�) = E� fG(�� �(�))E(mj
 > �) + (1�G(�� �(�)))E(mj
 � �)g =
E� fG(�� �(�))g. By a similar calculation, E(mj�; �) = G(�� �(�)).
If the two coincide, it must be that �(�) is deterministic given �, oth-
erwise it is not possible for the expectation of �(�) to coincide with
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each of its realizations. Hence there must be a deterministic function
linking � to �, so that the SSP must be satis�ed.

Proposition 3 Under price rigidity, E(mj; �; �) 6= E(mj�).

Proof If the SSP does not hold, the result is proved by the last proposition
which holds for general degrees of �exibility. Now suppose SSP holds.
Under price rigidity, there exists a subset of the supply factor space
� such that the bank does not adjust the price. Call this subset �I .
Now if a bank starts with price � and gets two draws of supply factors
�1; �2 2 �I with �1 6= �2, it must be that E(mj�; �1) = G(�� �(�1)) 6=
G(� � �(�2)) = E(mj�; �2). Since E(mj�) = E� (E(mj�; �)) and the
same expectation cannot be associated with two di¤erent realizations,
we must have E(mj�) 6= E(mj�; �).

Annex C. An example

The following example produces a closed form solution for mortgage choice
in the presence of biased advice and further illustrates the conditions under
which an observer can infer biased advice from the correlation between cus-
tomers�mortgage choice and banks�supply factors. Assume the following
form for the bank�s payo¤ function:

v = �+ �� 1
2

NX
i=1

ki(�� �i)2 �
�

2

NX
i=1

qi(�� �i)2

This formulation captures the idea that the FRM premium and the biased
advice positively a¤ect pro�ts but that each carries a cost in terms of maturity
risk (captured by the term 1

2

PN
i=1 ki(� � �i)2) or reputation loss (the term

�
2

PN
i=1 qi(� � �i)2). For tractability such costs are assumed to be quadratic

and are allowed to depend on supply factors in a di¤erent way for prices
and advice through the sets of coe¢ cients fkig; fqig. The reputation loss
due to giving biased advice also depends on the proportion of sophisticated
customers �. The solution to the bank�s problem in this case is:

�(�) =
1

ks
+
1

ks

NX
i=1

ki�i
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�(�) =
1

�qs
+
1

qs

NX
i=1

qi�i

where ks �
PN

i=1 ki and q
s �

PN
i=1 qi. We can see clearly why a regression of

mortgage choice on prices gains from adding supply factor ��s: they inform
the regression by proxying for advice. Note that this result fails if the two
sets of coe¢ cients are linearly related. For example, if ki = k and qi = q
for all i then �(�) is linear in �(�) so that ��s have no independent e¤ect on
demand: in this case the sample average of the factors is a su¢ cient statistic
for bank choices, and the price control is su¢ cient to capture it.

Annex D. Interest rate imputation

To impute the interest rate on the mortgage type that has not been chosen,
we divide the sample into two groups: households choosing FRM and ARM .
For each bank b we estimate two interest rate models:

r
FRM

ibt = $1Zibt + �1Tt + uibt i 2 (FRM group) (4)

r
ARM

ibt = $2Zibt + �2Tt + uibt i 2 (ARM group) (5)

where r
FRM

ibt (r
ARM

ibt ) is the actual rate on the mortgage granted by bank
b to individual i who has chosen an FRM (or ARM) mortgage at time of
origination t; Zibt is a vector of mortgage and borrower speci�c characteristic,
Tt is a vector of time dummies and uibt a regression residual.
We then use the estimated coe¢ cients b$1, b$2, b�1 and b�2 to impute the

FRM rate for clients who have chosen an ARM and conversely

brFRMibt = b$1Zibt + b�1Tt i 2 (ARM group) (6)

brARMibt = b$2Zibt + b�2Tt i 2 (FRM group) (7)

where brFRMibt ( brARMibt ) is the imputed rate charged by bank b to client i who
has chosen an ARM (FRM) at time of origination t.
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Annex E. Details on the data

The initial dataset obtained from the Italian Credit Register (CR) and the
Survey on Loan Interest Rates (SLIR) includes around 1.9 million observa-
tions from 175 banks. For comparability we exclude: i) mortgages to sole
proprietorships (160,574 observations); ii) mortgage shorter than ten years
(20,802 observations); iii) contracts in which the interest rate is only partially
adjustable (83,012 observations); iv) mortgages granted on special terms or
conditions (13,470 observations). This reduces the initial sample by 14%. To
have enough observations on both ARM and FRM rates for each bank to
apply our procedure for computing the relative prices of the two mortgage
types, we exclude banks whose home mortgage business is limited (those that
originate less than 1,000 mortgages over the sample period, 10,685 observa-
tions). Finally we eliminate outliers by dropping observations with interest
rates above the 99th and below the 1st percentile (17,011 observations).
The �nal dataset has 1,662,429 observations on mortgages originated by 132
banks.

E.1 Mortgage contract information

The Survey on Loan Interest Rates reports the date of origination of the
mortgage, the amount in euros, the type of mortgage (FRM or ARM) and
the interest rate at origination. Thus if the mortgage chosen is an FRM , the
rate reported fully measures the cost of the mortgage. In case of ARM the
initial rate is reported along with the spread over the benchmark �typically
one-month Euribor - to which the mortgage rate is indexed. Summary stat-
istics for mortgage contract information, including the imputed values of the
rates on the mortgage not chosen, are reported in Panel A of Table 1.

E.2 Borrower variables

As is often the case, administrative records are rich in the data they were
meant to collect but commonly lack information on the unit of observation (in
our case the household) when it is not essential for the purpose of the admin-
istrative database. We observe some demographic variables, in particular the
age, gender, residence and nationality of the borrower and whether the mort-
gage is taken jointly with the spouse. Some of these variables, in particular
gender (together with mortgage size) are reasonable proxies for borrowers�
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risk attitude (Guiso and Sodini, 2012). But we lack data on households�labor
income (and its variance), liquidity constraints and the probability of moving,
all of which are included in extended models of mortgage choice (Campbell
and Cocco, 2003). Nationality proxies for mobility (Italians are less likely
to move), while the cohabitation indicator and provincial residence dummies
are likely to capture di¤erences in income risk and local credit market devel-
opment, hence in the severity of liquidity constraints. Guiso, Pistaferri and
Schivardi (2012) show that background risk and local market e¢ ciency di¤er
systematically across Italian provinces. Regional GDP per capita proxies for
income and wealth e¤ects. Table 1, Panel B shows summary statistics for
these variables.

E.3 Lender variables

The Survey on Loan Interest rates and the Credit Register record the iden-
tity of the lenders so we can match the mortgage data with information on
their balance sheets. We include three bank-speci�c supply factors that a¤ect
banks�preferences between FRMs vs ARMs : a) the ratio of core-deposits to
total funding; b) a securitization dummy equals to 1 if the bank (or the group
to which the bank belongs to) has sold securitised loans on the market in
the last two years; c) the bank bond spread de�ned as the di¤erence between
�xed and variable rate bonds issued by the bank. From the balance sheet and
lender data we also get bank size (log of total assets); leverage (TIER1/Total
Assets); delinquency rate (Bad Loans/Total Loans), and dummies for insti-
tutional characteristics (mutual bank, banks belonging to a group, foreign
banks). Summary statistics for bank speci�c characteristics are summarized
in Panel C of Table 1.
Using the matched data, we compute indicators of the bank-borrower

relationship and the bank�s market power vis-à-vis the borrower. Market
power is gauged by the market share of the largest 5 banks in the borrower�s
province (assumed to be the relevant local market). As for bank-borrower
relations we compute the distance between the bank�s headquarters and the
household�s residence as a proxy for informational distance. Summary stat-
istics for bank-borrower relationship variables are reported in Panel D of
Table 1.
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Figure 1. Correlation between the ARM share and alternative measures of the “FRM risk premium” 

 

Note: The figure shows the correlation between alternative measures of the FRM risk premium and the ARM share. The 

blue bars are correlations computed on aggregate data; black bars using data at the bank-client level. The FRM risk premium 

is given by the difference between the FRM rate and the expected value of the interbank rate. This is calculated under 

various assumptions about the horizon: a forward-looking horizon of 1 year (F1), the actual value (0), a backward-looking 

horizon of 1, 2, 3, 4, and 5 years (L1 to L5) and an infinite horizon ( ) approximated using the whole sample. The 

correlation at 0 is the correlation with the current FRM/AMR. Correlations are calculated over the period January 2004 

through Dec. 2010. 

 

Figure 2. Aggregate share of ARM and alternative “Long term financial premium” measures 

 

Note: The red solid line shows the Adjustable Rate Mortgage (ARM) share in Italy (values on the left axis). The blue dashed 

line is the spread between the FRM and the ARM interest rates (values on the right axis); the dashed green line shows the 

FRM risk premium computed as the difference between the FRM rate and the one year moving average of the one month 

interbank rate (a proxy for the expected value of the ARM rate). Data are monthly from January 2004 to December 2010. 
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Figure 3 Distribution of the change of the spread between FRM and ARM 

∆(𝑟𝑏𝑡
𝐹𝑅𝑀 − 𝑟𝑏𝑡

𝐴𝑅𝑀) ∆(𝑟𝑏𝑡
𝐹𝑅𝑀 − 𝑟𝑏𝑡

𝐴𝑅𝑀) − ∆𝑆𝑙𝑜𝑝𝑒𝑡  

  
Mean: 0.01   Std: .40   Min:-1.85   Max:2.62 Mean: 0.02   Std: 0.31   Min:-2.66   Max:2.25 

  
Mean: -0.07   Std: 0.27   Min:-1.59   Max:1.34 Mean: 0.07   Std: 0.25   Min:-1.47   Max: 1.08 

  
Mean: 0.10   Std: 0.51   Min:-1.85   Max:2.62 Mean: -0.04   Std: 0.36   Min:-2.66   Max:2.25 
Note: The figure shows the distribution of the quarterly changes in the FRM/ARM spread in the cross section of banks for the whole 

sample and two sub-periods. The second column shows the distribution net of the change in the slope of the yield curve (Slope), 

computed as the difference between the 15-year swap rate and the one month interbank rate. 
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Figure 4 Cross sectional distribution of the number of quarters of banks price inaction 

 
Mean: 10.8  Std: 2.49   Min: 0   Max:16 

Note: The figure shows the cross sectional distribution of the number of quarters of price inaction (spread 
unchanged between two quarters). In principle the distribution ranges between 0 (no inaction) and 28 (no 

spread adjustment over the samples). Inaction at bank b is  an indicator set to 1 if the absolute value of the 

quarterly change of the spread (∆(rbt
FRM − rbt

ARM)) is lower that 1/3 of the standard deviation of the change 

(i.e. the change falls between ±
sdb

3
 ), where the standard deviation is specific to each bank. 

 

Figure 5 Scatter plot of the quarterly changes of the spread 

 
Mean: 0.01  Std: 0.39   Min:-1.59   Max:2.25 

Note: The dots represent the quarterly change of the FRM/AMR spread (Spread= ∆(𝑟𝑏𝑡
𝐹𝑅𝑀 − 𝑟𝑏𝑡

𝐴𝑅𝑀)). The 

two horizontal lines (green and red) delimit a band of price inaction an area for inaction, defined as 

|Spread| < (
𝑠𝑑

3
 )  and  the standard deviation is defined over the whole sample. The band’s rage is in the 

interval [0.13, -0.13] points. 
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Figure 6. Probability of price inaction: Kaplan and Meier survival estimates 

 
Note: Figure shows the Kaplan and Meier's survival probability of keeping the price invariant, for the 
baseline measure of price inaction (blue line) and when using the tighter threshold (red line).. The Kaplan–

Meier estimator is the  nonparametric maximum likelihood estimate of  the probability that a bank does not 

change the FRM/ARM spread in a quarter exceeding t.   

 

 

Figure 7. Pattern of bank specialization in the mortgage market 

 

Note: The figure shows the distribution of the bank fixed effects obtained from the regression in Table 3 

column (V). Banks in the first decile of the distribution (14 banks, 9% of the market ) are defined as 

specialized in ARM mortgages; banks in the top 5% of the distribution (7 banks accounting for 5% of the 

market) are defined as specialized in FRM. 
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Table 1. Descriptive statistics of the main variables used in the estimation 

Variables Obs. Mean 
Std. 

Dev. 
Median P10 P90 

(A) Contracts’ characteristics 

Fixed Rate Mortgage  contract 1662429 0.303 0.460 0.000 0.000 1.000 

Mortgage size (log) 1662429 11.734 0.441 11.733 11.280 12.206 

Joint Mortgage 1662429 0.509 0.500 1.000 0.000 1.000 

Interest rate actual:       

- FRM rate 504407 5.545 0.834 5.713 4.606 6.376 

- ARM rate 1158022 3.829 1.181 3.775 2.227 5.530 

Interest rate fitted:       

- FRM rate 1158022 5.106 0.482 5.133 4.403 5.959 

- ARM rate 504407 4.706 1.107 5.270 2.670 5.670 

Spread (1) 1662429 0.915 1.004 0.725 0.000 2.300 

FRM risk premium (2) 1662429 0.897 1.074 0.938 -0.360 2.226 

       

(B) Borrowers’ characteristics (3) 

Italian 1662429 0.893 0.294 1.000 0.500 1.000 

Cohabitation (4) 1662429 0.206 0.405 0.000 0.000 1.000 

Age (in years) 1662429 38.165 9.302 37.000 27.500 51.000 

Female 1662429 0.435 0.356 0.500 0.000 1.000 

       

(C) Banks’ characteristics 
 

Supply shift factors:       

Deposit funding % (5)  1662429 44.441 20.444 46.124 10.494 67.448 

Securitization dummy (6) 1662429 0.783 0.321 1.000 0.000 1.000 

Bank bond spread (7) 1662429 0.283 0.496 0.267 -0.390 0.960 

Other characteristics:       

Leverage ratio % (7) 1600446 6.449 2.524 6.238 3.582 10.578 

Mutual bank dummy 1662429 0.005 0.072 0.000 0.000 0.000 

Delinquency ratio %(8) 1662410 3.489 2.278 3.140 0.957 8.301 

Bank size (log) 1662429 10.215 1.436 10.144 8.230 12.174 

Group dummy 1662429 0.918 0.275 1.000 1.000 1.000 

Foreign subsidiary dummy 1662429 0.051 0.219 0.000 0.000 0.000 

Patti Chiari (9) 1662429 0.632 0.482 1.000 0.000 1.000 

       

(D) Bank-Borrower relationship (10) 

Distance 1 (province) 1662429 0.152 0.359 0.000 0.000 1.000 

Distance 2 (region) 1662429 0.264 0.441 0.000 0.000 1.000 

Distance 3 (same area) 1662429 0.185 0.388 0.000 0.000 1.000 

Distance 4 (elsewhere) 1662429 0.400 0.490 0.000 0.000 1.000 

Concentration Index (11) 1662389 60.152 7.386 59.294 50.169 68.127 

GDP per capita (12)  1662429 10.190 0.236 10.273 9.745 10.387 

       

Notes. (1) Difference between the FRM rate and the ARM rate. (2) Difference between the FRM rate and expectation of the ARM rate. The latter 

is based on the one year moving average of the one month interbank rate. (3) Average across individuals in the case of joint mortgages. (4) In case 

of joint mortgage. (6) Deposits over total liabilities. (6) Dummy that takes the value of 1 if the bank is active in the securitization market in a 
given quarter. (7) Tier1 capital over total assets. (8) Bad loans over total loans. (9) Dummy that takes the value of 1 if the bank takes part to the 

“Patti Chiari” initiative, whose main objective is to simplify bank-borrower relationship. (10) We control for the distance between the lending 

bank headquarters and household residence by four dummy variables: DIST1 is equal to 1 if borrower k has his residence in the same province 
where bank j has its headquarters; DIST2 is equal to 1 if: a) DIST1=0 and b) firm k is resident in the same region where bank j has its 

headquarters; DIST3 is equal to 1 if: a) DIST2=0 and b) borrower k is resident in the same geographical area where bank j has its headquarters; 

DIST4 is equal to 1 if DIST3=0. (11) Market share of the first 5 banking groups in each province. Not reported Dummy banks, dummy provinces. 
(12) At the regional level; in thousands euros. 
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Table 2. Do lender characteristics affect mortgage choice?  

 

 

 

 

 

 

 
 
  

(I)                                  

only Bank 

Fixed 

Effects 

(BFE) 

(II)                           

BFE and 

Long Term 

Financial 

Premium 

(LTFP) 

(III)                           

BFE+ LTFP 

+ Time 

Fixed 

Effects 

(TFE) 

(IV)                                  

BFE+TFE+ 

Borrowers’ 

Characteristics 

(BC) 

(V)                           

Complete 

model                

(VI)                           

BFE and 

Long Term 

Financial 

Premium 

(LTFP) 

  LTFP= FRM risk premium (1) 
LTFP= 

Spread (2)  

Long Term Financial Premium 

(LTFP)  
-0.307*** -0.348*** -0.346*** -0.342*** -0.269*** 

  
(0.029) (0.027) (0.027) (0.026) (0.023) 

Mortgage size (log)    -0.044*** -0.044***  

    (0.007) (0.007)  

Joint Mortgage    0.006* 0.007**  

    (0.003) (0.003)  

Italian    0.065*** 0.050***  

    (0.009) (0.009)  

Cohabitation     0.004*** -0.001  

    (0.002) (0.001)  

Age (in years)    -0.0001 -0.0004*  

    (0.0002) (0.0002)  

Female    0.012*** 0.011***  

    (0.002) (0.002)  

Bank fixed effects (BFE) yes yes yes yes yes yes 

Time fixed effects (TFE) no no yes yes yes no 

Province fixed effects (PFE)  no no no no yes no 

Other controls (3) no no no no yes no 

Test of BFE joint significance 

(p-value) 
0.000 0.000 0.000 0.000 0.000 0.000 

Test of TFE joint significance (p-

value) 
- - 0.000 0.000 0.000 - 

Test of PFE joint significance (p-

value) 
- - - - 0.000 - 

Observations 1662429 1662429 1662429 1662429 1662429 1662429 

Pseudo R-squared 0.0984 0.4760 0.5919 0.5954 0.6000 0.4395 

Sample period 
2004:Q1-

2010:Q4 

2004:Q1-

2010:Q4 

2004:Q1-

2010:Q4 

2004:Q1-

2010:Q4 

2004:Q1-

2010:Q4 

2004:Q1-

2010:Q4 

Notes: The table shows the parameter estimates of a linear probability model of mortgage type choice;. The left hand side variable is a 

dummy =1 if the borrower chooses a FRM, zero otherwise. Robust standard errors clustered at bank level are reported in brackets. *, **, 

and *** represent significance levels of 10%, 5%, and 1% respectively. Coefficients for dummies and fixed effects are not reported. (1) 

In columns II-V the LTFP is the difference between the FRM rate and the expected ARM rate based on borrower's actual ARM rate and 

one year moving average of the one month interbank rate (2) In column 5 the LTFP is the difference between the FRM rate and current 

the ARM rate. (3) Include: i) GDP per capita at the regional level; ii) a Bersani Law dummy= 1 from the second quarter of 2007 onwards; 

iii) a dummy if the bank participates in the “Patti Chiari” initiative; iv) dummies to control for the distance between the lending bank 

headquarters and household residence.  
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Table 3.  Borrowers’ characteristics for specialized and non-specialized banks 

  Observations 
Mortgage size (log) Joint mortgage (%) Italian (%) Cohabitation (%) Age (in years) Female (%) 

    Mean  Variance Mean  Variance Mean  Variance Mean  Variance Mean  Variance Mean  Variance 

 All sample     

 

  

 

  

 

  

 

  

 

  

 a) Banks specialized in ARM 150,792 11.744 0.198 0.532 0.249 0.908 0.075 0.220 0.414 37.978 84.447 0.443 0.121 

b) Non-specialized banks 1433889 11.734 0.194 0.505 0.250 0.891 0.089 0.203 0.402 38.119 86.155 0.434 0.127 

c) Banks specialized in FRM 77,748 11.717 0.209 0.540 0.248 0.915 0.069 0.237 0.425 39.381 95.710 0.445 0.119 

Ho: Mean (a)  Mean (c ) (p-value)   (0.970) 

 

(0.993) 

 

(0.986) 

 

(0.980) 

 

(0.926) 

 

(0.997) 

 Ho: Var (a)  Var (c ) (p-value)   

 

(0.737) 

 

(0.762) 

 

(0.794) 

 

(0.750)  (0.707)  (0.766) 

 

    

 

  

 

  

 

  

 

  

 

  

 2004-2007     

 

  

 

  

 

  

 

  

 

  

 a) Banks specialized in ARM 60,596 11.703 0.203 0.548 0.248 0.889 0.090 0.230 0.421 37.505 88.673 0.440 0.117 

b) Non-specialized banks 895,219 11.713 0.192 0.515 0.250 0.875 0.101 0.211 0.408 37.733 85.935 0.430 0.125 

c) Banks specialized in FRM 48,074 11.698 0.216 0.542 0.248 0.910 0.074 0.245 0.430 38.940 95.839 0.443 0.119 

Ho: Mean (a)  Mean (c ) (p-value)   (0.994) 

 

(0.994) 

 

(0.964) 

 

(0.983) 

 

(0.926) 

 

(0.995) 

 Ho: Var (a)  Var (c ) (p-value)   

 

(0.733) 

 

(0.760) 

 

(0.838) 

 

(0.752) 

 

(0.728) 

 

(0.752) 

 

    

 

  

 

  

 

  

 

  

 

  

 2008-2010     

 

  

 

  

 

  

 

  

 

  

 a) Banks specialized in ARM 90,196 11.771 0.193 0.522 0.250 0.920 0.064 0.213 0.409 38.295 81.357 0.445 0.124 

b) Non-specialized banks 538,670 11.768 0.195 0.489 0.250 0.917 0.068 0.190 0.393 38.761 85.863 0.440 0.131 

c) Banks specialized in FRM 29,674 11.749 0.196 0.536 0.249 0.924 0.061 0.223 0.416 40.096 94.678 0.447 0.120 

Ho: Mean (a)  Mean (c ) (p-value)   (0.975)   (0.985)   (0.992)   (0.988)   (0.904)   (0.997)   

Ho: Var (a)  Var (c ) (p-value)   

 

(0.754) 

 

(0.762) 

 

(0.783) 

 

(0.754) 

 

(0.695) 

 

(0.775) 

              

Note: The table shows the first and second moment of borrowers observable characteristics for three types of banks. a) Banks specialized in ARM; b) non-specialised banks; c) banks 

specialised in FRM. The three groups have been identified based on the method described in Figure 8. Banks in the first decile of the distribution (14 banks, 9% of the market) are defined as 

specialized in ARM mortgages; banks in the top 5% of the distribution (7 banks accounting for 5% of the market) are defined as specialized in FRM. The others are non-specialized. P-values 

of the test that the mean in group (a) is equal to that in group (c) are reported in parenthesis.  
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Table 4.  A test for the presence of “dynamic” sorting 

 

 

Dependent variables 

Explanatory variables 

Mortgage size 

(log) 
Joint mortgage Italian Cohabitation Age Female 

 

  

     Bank bond spread 0.0014 0.0022 0.0020 0.0005 -0.0151 -0.0018 

 

(0.0041) (0.0025) (0.0040) (0.0022) (0.0745) (0.0013) 

Deposit ratio 0.0004 -0.0001 -0.0003 -0.0000 -0.0025 -0.0000 

 

(0.0003) (0.0002) (0.0005) (0.0004) (0.0130) (0.0001) 

Securitization activity 0.0082 0.0058 -0.0001 0.0030 -0.3217 0.0025 

 

(0.0121) (0.0062) (0.0027) (0.0039) (0.3259) (0.0030) 

Bank fixed effects yes yes yes yes yes yes 

Time effects yes yes yes yes yes yes 

Province fixed effects yes yes yes yes yes yes 

 

  

     F-test on joint 

significance of bank-

specific characteristics 

(p-value) 

0.4020 0.4367 0.9166 0.8890 0.7853 0.2684 

       

Observations 1,662,429 1,662,429 1,662,429 1,662,429 1,662,429 1,662,429 

R-squared 0.0518 0.0217 0.0597 0.0175 0.0342 0.0031 
Note: The table reports the results of regressions of customers’ observable characteristics on time-varying bank specific characteristics, 

controlling for bank, time and province fixed effects. 
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Table 5. Time-varying bank characteristics and mortgage choice 

Dependent variable is the 

linear probability that the 

borrower chooses a FRM  

 

(I)                           

Baseline model 

including bank 

supply factors 

(II)                                  

Sample of banks 

with bond 

spread always 

observed 

(III)                                  

Adding 

non- linear 

terms for 

LTFP 

(IV)  

Including 

time*province 

fixed effects 

(V)                        

Banks operating 

in all provinces 

LTFP (1) -0.354*** -0.354*** -0.477*** -0.280*** -0.404*** 

 
(0.024) (0.026) (0.040) (0.021) (0.026) 

LTFP2 
  

-0.012  
 

   
(0.010)  

 
LTFP3 

  
0.027***  

 

   
(0.005)  

 
Bank bond spread (2) -0.026* -0.028* -0.028* -0.027* -0.026* 

 
(0.015) (0.017) (0.017) (0.015) (0.017) 

Securitization activity (3) 0.140*** 0.151*** 0.126*** 0.132*** 0.223*** 

 
(0.027) (0.038) (0.024) (0.030) (0.038) 

Deposit ratio % (4)  0.006*** 0.007*** 0.006*** 0.005*** 0.009*** 

 
(0.002) (0.002) (0.002) (0.001) (0.002) 

Bank fixed effects (BFE) yes yes yes yes yes 

Time fixed effects (TFE) yes yes yes no yes 

Borrowers' Charact. (BC) yes yes yes yes yes 

Province fixed effects (PFE) 

and control for bank 

competition (5) 

yes yes yes no yes 

Other controls (6) yes yes yes yes yes 

Time*Province fixed effects no no no yes no 

Test on BFE joint significance 

(p-value) 
0.000 0.000 0.000 0.000 0.000 

Test on TFE joint significance 

(p-value) 
0.000 0.000 0.000 0.000 0.000 

Test on BC joint significance 

(p-value) 
0.000 0.000 0.000 0.000 0.000 

Observations 1,662,389 1,261,404 1,662,389 1,662,389 957,961 

Adjusted R-squared 0.6080 0.6217 0.6283 0.5801 0.6615 

Sample period 2004:Q1-2010:Q4 2004:Q1-2010:Q4 
2004:Q1-

2010:Q4 

2004:Q1-

2010:Q4 
2004:Q1-2010:Q4 

Notes: The table shows linear probability estimates of mortgage choice. The left hand side variable is a dummy=1 if a 

FRM is chosen; zero otherwise. Robust standard errors (clustered at bank level) are reported in brackets. *, **, and *** 

represent significance levels of 10%, 5%, and 1% respectively. Coefficients for borrowers’ characteristics and fixed effects 

are not reported. (1) The Long Term Financial Premium (LTFP) is the difference between the FRM rate and the expected 

ARM rate based on borrowers’ actual ARM rate and one year moving average of the one month interbank rate. (2) 

Difference between the cost of fixed rate bank bonds and variable rate bonds. (3) Dummy equal to one if the bank is active 

in the securitization market, 0 elsewhere. (4) Deposits over total liabilities. (5) The bank concentration index is equal to the 

market share of the first 5 banking groups in each province. (6) Include: i) GDP per capita at the regional level; ii) a 

Bersani Law dummy= 1 from the second quarter of 2007 onwards; iii) a dummy if the bank participates in the “Patti 

Chiari” initiative; iv) dummies to control for the distance between the lending bank headquarters and household residence. 
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Table 6. The role of price inaction  

A. Main definition of price inaction (threshold (±
𝑠𝑑𝑏

3
 ) 

 

(I)                           

Baseline linear 

probability 

model 

 

(II)                                  

Sample of banks 

for which we 

observe the 

bond spread  

(III)                                  

Adding non- 

linear terms 

for LTP 

(IV)                        

Baseline 

model 

without time 

dummies 

LTFP (1) -0.3499*** -0.3495*** -0.4742*** -0.2400*** 

 
(0.0241) (0.0269) (0.0407) (0.0156) 

LTFP2 

  

-0.0122 

 
 

  

(0.0096) 

 LTFP3 

  

0.0276*** 

 
 

  

(0.0048) 

 Bank bond spread (2) -0.0140 -0.0112 -0.0023 -0.0047 

 (0.0157) (0.0168) (0.0183) (0.0161) 

Securitization activity (3) 0.1370*** 0.1480*** 0.1243*** 0.1485*** 

 (0.0252) (0.0346) (0.0217) (0.0352) 

Deposit ratio % (4)  0.0053*** 0.0062*** 0.0053*** 0.0038*** 

 (0.0021) (0.0021) (0.0023) (0.0015) 

Dib (5) 0.0518* 0.0486 0.0456 0.1494*** 

 (0.0311) (0.0414) (0.0319) (0.0510) 

Bank bond spread * Dib -0.0621*** -0.0716*** -0.0682*** -0.0860*** 

 (0.0129) (0.0132) (0.0147) (0.0189) 

Securitization Activity * Dib 0.0166* 0.0182* 0.0119* 0.0119* 

 (0.0096) (0.0104) (0.0071) (0.0071) 

Deposit ratio % * Dib 0.0008* 0.0008* 0.0006* 0.0012* 

 (0.0005) (0.0005) (0.0003) (0.0007) 

Bank fixed effects (BFE) yes yes yes Yes 

Time fixed effects (TFE) yes yes yes No 

Borrowers' Characteristics (BC) yes yes Yes Yes 

Province fixed effects (PFE) and 

control for bank competition (6) 
yes yes Yes Yes 

Other controls (7) yes yes Yes Yes 

Observations 1,662,389 1,261,404 1,662,389 1,662,389 

Adjusted R-squared 0.6128 0.6263 0.6327 0.5295 

Sample period 
2004:Q1- 

2010:Q4 

2004:Q1- 

2010:Q4 

2004:Q1-

2010:Q4 

2004:Q1-

2010:Q4 
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B. Tighter definition of price inaction (threshold (±
𝑠𝑑𝑏

4
 ) 

 

(I)                           

Adding non- 

linear terms for 

LTP 

(II)                                  

Sample of banks 

for which we 

observe the 

bond spread  

(III)                                  

Adding non- 

linear terms 

for LTP 

(IV)                        

Baseline 

model without 

time dummies 

LTFP (1) -0.3493*** -0.3489*** -0.4741*** -0.2379*** 

 
(0.0238) (0.0266) (0.0404) (0.0150) 

LTFP2 

  

-0.0122 

 
 

  

(0.0096) 

 LTFP3 

  

0.0277*** 

 
 

  

(0.0048) 

 Bank bond spread (2) -0.0195 -0.0163 -0.0078 -0.0177 

 (0.0146) (0.0159) (0.0168) (0.0136) 

Securitization activity (3) 0.1422*** 0.1546*** 0.1269*** 0.1530*** 

 (0.0253) (0.0349) (0.0214) (0.0340) 

Deposit ratio % (4)  0.0061*** 0.0069*** 0.0060*** 0.0043*** 

 (0.0020) (0.0019) (0.0022) (0.0013) 

Dib (5) 0.0369 0.0290 0.0319 0.1333*** 

 (0.0242) (0.0309) (0.0280) (0.0494) 

Bank bond spread * Dib -0.0430** -0.0504*** -0.0483*** -0.0603*** 

 (0.0165) (0.0177) (0.0182) (0.0153) 

Securitization Activity * Dib 0.0160* 0.0174* 0.0116* 0.0110 

 (0.0096) (0.0104) (0.0071) (0.0071) 

Deposit ratio % * Dib 0.0007* 0.0007* 0.0007* 0.0008 

 (0.0004) (0.0004) (0.0004) (0.0009) 

Bank fixed effects (BFE) yes yes yes Yes 

Time fixed effects (TFE) yes yes yes No 

Borrowers' Characteristics (BC) yes yes Yes Yes 

Province fixed effects (PFE) and 

control for bank competition (6) 
yes yes Yes Yes 

Other controls (7) yes yes Yes Yes 

Observations 1,662,389 1,261,404 1,662,389 1,662,389 

Adjusted R-squared 0.6118 0.6253 0.6320 0.5285 

Sample period 
2004:Q1- 

2010:Q4 

2004:Q1- 

2010:Q4 

2004:Q1-

2010:Q4 

2004:Q1-

2010:Q4 

Notes: The table shows linear probability estimates of mortgage choice. The left hand side variable is a dummy=1 

if a FRM is chosen; zero otherwise. Robust standard errors (clustered at bank level) are reported in brackets. *, 

**, and *** represent significance levels of 10%, 5%, and 1% respectively. Coefficients for borrowers’ 

characteristics and fixed effects are not reported. (1) The Long Term Financial Premium (LTFP) is the difference 

between the FRM rate and the expected ARM rate based on borrowers’ actual ARM rate and one year moving 

average of the one month interbank rate. (2) Difference between the cost of fixed rate bank bonds and variable 

rate bonds. (3) Dummy equal to one if the bank is active in the securitization market, 0 elsewhere. (4) Deposits 

over total liabilities. (5) Price inaction: in panel A, dummy Dib =1 in quarters where bank b the change in the 

FRM/ ARM spread fall in the rage ±
𝑠𝑑𝑏

3
 where the standard deviation is specific to each bank.; in panel B if change I the 

spread fall in the rage ±
𝑠𝑑𝑏

4
 (6) The bank concentration index is equal to the market share of the first 5 banking 

groups in each province. (7) Include: i) GDP per capita at the regional level; ii) a Bersani Law dummy= 1 from 

the second quarter of 2007 onwards; iii) a dummy if the bank participates in the “Patti Chiari” initiative; iv) 

dummies to control for the distance between the lending bank headquarters and household residence. 
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Table 7. A test based on borrowers’ degree of sophistication   

Main definition of price inaction (threshold (±
𝑠𝑑𝑏

3
 ) 

Dependent variable is the probability that 

the borrower chooses a FRM 

(a)                               

Sophisticated 

borrowers:                                    

old clients with 

mortgages>320.000 

euros  

(b)              

Unsophisticated 

borrowers: new clients 

with 

mortgages<80.000 

euros  

                                          

Difference                                                            

|b-a|                                                          

H0: |b-a|>0  

Long Term Financial Premium (LTFP) (1) -0.3148*** -0.3972*** 0.082 ** 

 
(0.0254) (0.0291) (0.039) 

 
Bank bond spread (2) -0.0131 0.0074 0.021 

 

 
(0.0187) (0.0236) (0.030) 

 
Securitization activity (3) 0.1085*** 0.1747*** 0.066 ** 

 
(0.0239) (0.0190) (0.031) 

 
Deposit ratio % (4)  0.0054*** 0.0074*** 0.002 * 

 
(0.0010) (0.0011) (0.001) 

 
Dib (5) 0.0604 0.0464 0.014  

 (0.0390) (0.0280) (0.048)  

Bank bond spread * Dib -0.0364** -0.0847*** 0.048 ** 

 
(0.0152) (0.0245) (0.029) 

 
Securitization Activity * Dib -0.0173 0.0272* 0.045 ** 

 
(0.0213) (0.0150) (0.026) 

 
Deposit ratio % * Dib -0.0012 0.0012** 0.003 ** 

 
(0.0016) (0.0004) (0.002) 

 
Bank fixed effects (BFE) yes yes   

Time fixed effects (TFE) yes yes   

Borrowers' Characteristics (BC) yes yes 
  

Province fixed effects (PFE) and control for 

bank competition (6) 
yes yes 

 
 

Other controls (7) yes yes 

 
 

Bank fixed effects (BFE) yes yes     

Observations 29,527 27,158   
Adjusted R-squared 0.4938 0.6677   
Sample period 2004:Q1-2010:Q4 2004:Q1-2010:Q4     

 Notes: The table shows linear probability estimates of mortgage choice. The left hand side variable is a dummy=1 if a FRM is 

chosen; zero otherwise. Robust standard errors (clustered at bank level) are reported in brackets. *, **, and *** represent 

significance levels of 10%, 5%, and 1% respectively. Coefficients for borrowers’ characteristics and fixed effects are not reported. 

(1) The Long Term Financial Premium (LTFP) is the difference between the FRM rate and the expected ARM rate based on 

borrowers’ actual ARM rate and one year moving average of the one month interbank rate. (2) Difference between the cost of 

fixed rate bank bonds and variable rate bonds. (3) Dummy equal to one if the bank is active in the securitization market, 0 

elsewhere. (4) Deposits over total liabilities. (5) Price inaction: dummy Dib =1 in quarters where bank b the change in the FRM/ 

ARM spread fall in the rage ±
𝑠𝑑𝑏

3
 where the standard deviation is specific to each bank. (6) The bank concentration index is equal 

to the market share of the first 5 banking groups in each province. (7) Include: i) GDP per capita at the regional level; ii) a Bersani 

Law dummy= 1 from the second quarter of 2007 onwards; iii) a dummy if the bank participates in the “Patti Chiari” initiative; iv) 

dummies to control for the distance between the lending bank headquarters and household residence. 

 
 


	FGGM_5_May_2015_TEXT
	Tables and figures-May 5_2015

