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Abstract

Modern firms leverage on big, unstructured data, in particular texts, for originating loans, predicting 
asset returns, improving customer service, etc. At the same time, they generate a vast ocean of new 
data that contains information about various assets. In particular, interpretable textual information 
sheds light on key economic mechanisms and explanatory variables, and can provide valuable 
information for investment professionals.

We therefore develop a general framework for analyzing large-scale text-based data, combining the 
strengths of neural network language models such as word embedding and generative statistical 
modeling such as topic modeling. We tackle directly several challenging issues in analyzing textual 
data: first, language structures are intricate and complex, and representing or summarizing them 
using simple frequency/count-based approaches is highly reductive and may lose important 
informational content; second, textual data are high-dimensional and processing a large corpus of 
documents is computationally demanding; third, there lacks a framework relating textual data to 
sparse regression analysis traditionally used in social sciences while maintaining interpretability 
Our data-driven approach captures complex linguistic structures while ensuring computational 
scalability and economic interpretability. The outputs are a set of “textual factors” each of which 
comprises of a set of words and a relative frequency distribution of their appearances. Each textual 
factor is interpretable and one can then use sparse regression to analyze a firm’s loading on various 
themes or topics over time, in order to make predictions and inferences. The framework can therefore 
be used directly by practitioners for extracting information from texts and for investments.

We demonstrate potential applications of our methodology to issues in finance and economics, such 
as forecasting asset returns or macroeconomic outcomes, interpreting existing models, and creating 
new domain knowledge to expand the frontier of analysis. In particular, 

(1) We explain how our framework can be used to (a) make predictions and inferences, (b) construct 
explanatory variables to capture investment-relevant information, (c) interpret traditional explanatory 
variables such as the Fama-French three factors (by regressing them on our textual factors).

(2) We walk the readers through several examples, such as backfilling VIX index all the way back to
1920s, and reconstructing expectation errors of future credit spreads all the way back to 1918. We 
also (in ongoing work) use MD&A section of company filings to predict quarterly and annual 
financial variables such as ROA, profitability, earnings, etc. 

(2) We further discuss how one can utilize a variety of textual documents, such as newspaper 
headlines, 10-k, 10-Q filings, IPO prospectus, conference call transcripts, FOMC meeting minutes, 
analyst reports, social network messages, in order to detect market sentiments, analyze macro news 
transmission, predict M&As and IPO underpricing, etc. 

This study therefore provide useful tools for long-term equity investors, and value investors in 
innovative business (whose information may reflect in their textual documents), and for detecting 
various behavioral phenomena in the financial markets.    (477 words)
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1 Introduction

In recent years, researchers, regulators, practitioners, and consumers have increasingly

relied on “big data” and “alternative data” for various analyses. For example, financial

analysts and investors used to focus heavily on firms’ quarterly earning numbers or macroe-

conomic variables forecasted from its own time series, but now detect market sentiment

analysis using news media articles and forecast business activities using satellite pictures

of parking lots; firms and statistical agencies around the globe used to produce statistical

information using data collected through household and business surveys, and now start to

examine data maintained by payroll providers, medical records, or even users’ search records

and mobile payment transactions.

One pre-dominant form of emerging data entails unstructured data such as texts. Be-

cause social communications are primarily mediated in languages rather than statistics, and

there is as much information in language data as there is in numbers, not to mention the

potential interpretability texts offer. They not only enable econometricians to supplement

or replace traditional survey data or numerical data, but also allows researchers to capture

information that is more granular, more up-to-date (after all, earnings are not announced

every week), and complement information currently produced from structured data such as

past returns and financial ratios. Yet despite the emergence of an ocean of textual data that

can help better answer many of the questions posed in social sciences, it has been challeng-

ing to develop econometric tools for extracting information in general settings that preserve

computational efficiency and economic interpretability.

The difficulties in analyzing textual data are three-fold: first, language structures are

intricate and complex, and representing or summarizing them using simple frequency/count-

based approaches is highly reductive and may lose important informational content; second,

textual data are high-dimensional and processing a large corpus of documents is computa-

tionally demanding; third, there lacks a framework relating textual data to sparse regression

analysis traditionally used in social sciences while maintaining interpretability.

We tackle these problems by drawing insights and strengths from both neural network

models for natural language processing and topic models in statistical machine learning. In
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particular, we develop a framework to summarize and analyze textual data in a way that

preserves the informational structure (syntactic and semantic) encoded in natural languages,

ensures computational scalability and economic interpretability, and relates to linear regres-

sion models commonly used in social sciences. We then demonstrate the efficacy of the

textual factors generated and apply them to the analysis of financial time series and cross

section, information transmission, and the interpretation and construction of explanatory

variables.

Specifically, we first generate textual factors in three steps. We start with a continuous

vector embedding of each word in a large vocabulary using neural networks (word2vec) to

construct the semantic and syntactic links of words in the texts. This essentially captures

the rich information and complex language structure in texts. We then cluster words based

on their vector embedding using a large scale approximate nearest-neighbor search (Local-

Sensitive Hashing), which further reduces the dimensionality of our textual universe and

groups close vector representations for easy interpretation. Finally, we overlay a topic model

to enhance interpretability by describing frequency distributions over textual factors and

over the supporting words within each factor.

We also discuss how our framework allows a combination of domain-knowledge-guided

factor seeding with data-generated textual factors, as well as task-specific textual factor

selection to reduce feature noise in financial data.

It takes years for people to master a language (and can still get lost in miscommuni-

cation), therefore one cannot over-estimate the difficulty in parsing millions of documents

and synthesizing the information content in texts into quantitative features. Therefore, one

cannot relegate computational efficiency to the backseat when developing a framework for

textual analysis. At the same time, interpretability of outputs is crucial in social sciences.

Our key innovation is to use link vector representation and topic modeling using clustering

methods development in theoretical computer science. This speeds up the processing of tex-

tual data and renders the textual factors generated more interpretable than many existing

approaches.

Arguably, pre-defining dictionaries or manually adding labels as done in previous stud-
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Economics and Finance:  
count-based 

Pros: economic interpretability 
Cons: domain knowledge, not data-

driven, limited linguistic structure 

Statistics:  
inference and regression 

Pros: model-based inference, data-driven 
Cons: poor computational scalability, no

complex linguistic structure 

Machine Learning and NLP: 
black-box models 

Pros: scalable, data-driven, complex
semantic and syntactic structure 

Cons: hard to interpret, limited structural
meaning 

Computational Scalability

Economic Interpretability Linguistics Complexity

Figure 1: Tradeoffs in Various Approaches

ies achieves computational efficiency and interpretability, and could perform rather well.

However, such an approach is task-specific and requires domain expertise. It is thus not gen-

eralizable or flexible as an analytics tool for studying a wide range of problems. It achieves

scalability once variables are guided or constructed by the researchers. But to select the

right model and construct the variables, researchers also have searched over a complex space

which is computationally expensive, and domain knowledge takes years to accumulate. In

that regard, we provide a complementary data-driven approach that does not require specific

domain knowledge. Moreover, to the extent that domain knowledge is distilled from histor-

ical data and earlier incidents, our textual-factor approach utilizes unsupervised learning to

directly generate new domain knowledge from the data. We recapitulate various challenges

in existing methods in Figure 1.

Having laid out the foundations of the proposed methodology, we move on to demonstrate

its effectiveness. In particular, we discuss in Sections 4 two simple examples highlighting

the interpretability of textual factors, and the convenience and effectiveness of the analysis

using their loadings. To justify the quality of the topics/clusters obtained, we first compare
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with the plain-vanilla LDA, and print-out the support of the word clusters. The gain in

interpretability is apparent. We also test the robustness and sensibility of loadings on our

constructed textual factors. Specifically, we inspect the trends of loadings over time from

1900-2000 on WSJ data, for representative clusters such as “Recession”, “War” and “Com-

puter”. Last but not the least, the computational advantage over the plain-vanilla LDA

approach is the other key improvements besides the interpretability gain.

We then elaborate on various domain applications in economics and finance in detail

in Section 5. Specifically, we analyze (i) regulatory filings, such as firms’ IPO Prospectus,

Annual Report (10K), Quarterly Report (10Q), Current Report (8K), (ii) analyst reports

from equity researchers, (iii) credit reports from credit rating agencies, (iv) conference call

transcripts, (v) news from reputable sources, (vi) FOMC announcements and (vii) social

media data. We compare the performance of the textual-factor approach with those in

earlier studies, in terms of information extraction, explanatory or predictive power, and

economic interpretability.

Doing so allows us to illustrate the flexibility and efficacy of our framework along three

dimensions. First, textual factors can help predict or explain outcomes in cross-section, time

series, and panel data analysis. Second, they more clearly illustrate information transmis-

sions and offer interpretation of existing explanatory variables constructed from structured

data, such as Fama-French 3 factors. Finally, they allow a data-driven way for constructing

explanatory variables with economic interpretations.

The last dimension also points to the possibility for textual factors to create new domain

knowledge and opens new frontiers of analysis. For example, using structured data such as

revenue and user base to value start-ups has been challenging because most early projects do

not generate stable or positive cash flow, and their valuation largely depends on investors’

beliefs and perception. In contrast, information extracted from unstructured data in news,

forum discussion, user feedback and ratings can provide meaningful and more accurate in-

sights into start-up’s valuation. Rather than making ad-hoc and arbitrary assumptions to

model future cash flow, users’ view towards services or products provided by start-ups could

predict its firm value more accurately. Ultimately, how much a start-up worth depends on
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its users’ willingness to pay so information from unstructured data could potentially be more

useful than analysts’ often over-optimistic forecasts (Gompers, Gornall, Kaplan, and Stre-

bulaev (2016)) or investors’ often erroneous valuation templates (Gornall and Strebulaev

(2017)).

Literature — Our paper foremost contributes to text-based analytics in social sciences.

Gentzkow, Kelly, and Taddy (2017), Evans and Aceves (2016), and Grimmer and Stewart

(2013) survey text-based analysis in economics, sociology, and political science. In particu-

lar, Gentzkow, Kelly, and Taddy (2017) point out that new techniques are needed to deal

with the large-scale and complex nature of textual data.

Early attempts to utilize textual information in economics and finance are mostly count-

based and prediction-focused. For example, Antweiler and Frank (2004) and Tetlock (2007)

use Naive Bayes algorithm and supervised word-counting approaches to predict stock prices

from the Internet or news articles.1 More recent studies go further and use text to estimate

parameters in structural models or infer causal relationships. For example, Gentzkow and

Shapiro (2010) estimate news outlet’s political slant and analyze the equilibrium of news

slant; Engelberg and Parsons (2011) separate the causal effect of news on stock prices from

other correlations. These supervised learning approaches, which are easy to interpret eco-

nomically, often are task-specific, may lose informational content of the data (the structure

of domain knowledge, in statistics language), and are typically computationally expensive.

For textual analysis of documents that contain a variety of topics or significant varia-

tions in information content across topics or factors, generative models such as the Latent

Dirichelet Allocation (LDA) are used in recent studies. For example, Bellstam, Bhagat, and

Cookson (2016) measure corporate innovation using Topic modeling; similarly, Jegadeesh

and Wu (2017) quantify the economic and policy content of the Federal Reserve communica-

tions and their impact on financial markets. Still, this approach usually does not scale well

when facing textual datasets with millions of words, and cannot capture complex linguistic

structure within a computationally reasonable budget.

1Other “bag-of-words” applications include Hanley and Hoberg (2010) and Loughran and McDonald
(2011), among others.
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Recent development in the natural language processing literature (NLP) presents an al-

ternative: cutting-edge machine learning techniques – for example, neural networks language

models – preserve the syntactic and semantic structure well with computational tractability.

However, these models are far less transparent which limits their direct usage in social sci-

ences, which emphasize inference and interpretability. To our best knowledge, our framework

is the first general, data-driven approach to capture rich language structure in texts, while

striking the balance between computational efficiency and economic interpretability.

To illustrate its wide applicability, we elaborate on how to adapt and implement our

methodology on a variety of domains in economics and finance. We compare and contrast

our methods with some of those used in the most highly-cited and important paper. These

include studies trying to quantify information content in financial texts (such as Hanley and

Hoberg (2010) who use IPO prospectuses, Jegadeesh and Wu (2017); Hansen, McMahon, and

Prat (2017) who focus on FOMC announcements, and Cohen, Malloy, and Nguyen (2016)

who study changes in firms’ 10K and 10Q), measuring market sentiment (e.g. Tetlock (2007);

Loughran and McDonald (2011); Bollen, Mao, and Zeng (2011); Loughran and McDonald

(2013)), predicting outcomes (e.g. Hoberg and Phillips (2010); Jegadeesh and Wu (2013)),

and constructing, backfilling or nowcasting important macroeconomic variables (e.g. Baker,

Bloom, and Davis (2016); Manela and Moreira (2017); Kelly, Manela, and Moreira (2018)).

We add to the literature in three ways. First, we provide an alternative which is as

interpretable, and arguably more effective in terms of predictive and explanatory power,

computation, and general applicability. Second, we allow better interpretation of previous

analysis using structured data and black-box explanatory variables or algorithms. Third,

we can analyze issues thus far intractable with existing approaches either due to the large

nature of data quantity or limited interpretability. One salient example is the valuation of

start-up companies using forum discussions, industry news, user and media reaction, and

investor opinions.
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2 The Textual-Factor Framework

In this section, we detail our textual-factor based framework that naturally integrates

two advanced approaches in natural language processing (NLP): the statistical generative

modeling approach represented by topic models (e.g., Blei, Ng, and Jordan (2003)), and the

black-box machine learning approach epitomized in neural network language models (e.g.,

Bengio, Ducharme, Vincent, and Jauvin (2003)).

Our data-driven approach involves two stages. First, we form an interpretable set of basis

for textual data that “spans” the “natural language space”. In other words, we identify

a small number of textual factors that explain main variations in the texts. Second, we

decompose each data sample of texts to find their loadings on various textual factors, in

order to make predictions or draw inferences in ways suitable for the specific application. In

doing so, we are essentially projecting textual data onto meaningful basis to form quantitative

measurements/explanatory features, for downstream regression tasks.

The first stage further comprises of three steps: (1) learn, in a distributed fashion, a

continuous vector embedding of each word in a large vocabulary using neural networks

(word2vec) to understand the semantic and syntactic meanings of words; (2) cluster words

based on their vector embedding using a large scale approximate nearest-neighbor search

(Local-Sensitive Hashing); (3) finally, employ topic modeling to extract out interpretable

factors, based on the fully data-driven word-clusters obtained from previous steps.

The goal of the first stage is to generate textual factors to adequately represent the textual

data, allow fast computation to process large data, and preserve interpretability. To this end,

step (1) helps capture complex language structure and rich information in the data, and at

the same time reduces the dimensionality of the analysis; step (2) ensures both computational

efficiency through further reduction in dimensionality and economic interpretability through

generating vocabulary supports of textual factors; step (3) enhances the interpretability by

describing frequency distribution over textual factors and over the supporting words within

each factor.

We detail each step next.
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2.1 Word Embedding through Semantic Vector Representation

As it is the case for any textual analysis, the first step is to summarize or represent words

or multi-grams in the texts. The vast majority of literature on textual analysis in social

sciences adopts the “one-hot” representation: words (or N -grams) are treated as very high

dimensional vectors/indices over a vocabulary with only one 1 and lots of 0’s, leaving out

any consideration of the semantic relations among words. The drawback of this approach

is apparent: it lacks natural notions of similarity among words, and the representation is

inherently sparse, high dimensional, and very noisy.

Many recent studies argue that vector-based representation exhibits both syntactic/semantic

and computational advantages over the classic index-representation and count-based meth-

ods. There are two main approaches for learning semantic vector representations.

Bengio, Ducharme, Vincent, and Jauvin (2003); Mikolov, Chen, Corrado, and Dean

(2013); Mikolov, Sutskever, Chen, Corrado, and Dean (2013) propose one-hidden-layer neural

networks models to learn the representation (word2vec). The hidden layer (with p hidden

units) encodes the vector representation w, w̃ ∈ Rp×V 2. Then based on local context windows,

one aims to optimize w, w̃,

min
w,w̃

−
∑

i∈corpus
j∈context(i)

{
〈wi, w̃j〉 − log

(∑
k∈V

exp(〈wi, w̃k〉)
)}

.

Mikolov, Sutskever, Chen, Corrado, and Dean (2013) subsequently propose computationally

efficient approximation schemes including “negative sampling” and “hierarchical soft-max”

to train word2vec models, which scales well with tasks involving billions of words (Mikolov,

Chen, Corrado, and Dean, 2013).

Another representation learning approach is proposed by Pennington, Socher, and Man-

ning (2014) and is based on global concurrence Xij. For some pre-chosen weights function

2Here we focus on the skip-gram model to predict its context based on a word, w corresponds to weights
between input layer and hidden layer, and w̃ denotes the weights between hidden layer and output layer.
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f(·)3, one optimize the weighted least squares to learn w, w̃ ∈ Rp×V

min
w,w̃

∑
i,j∈V

f(Xij) (〈wi, w̃j〉 − logXij)
2 .

We directly apply these semantic vector representations obtained in the NLP literature,

which account for word similarities, preserve the language structure, and reduce uninforma-

tive ambient noise, to improving textual analysis in social sciences.4

Specifically, for each unique word, we map it to a real-valued p-dimensional vector, where

p � V . Note that the dimensionality p of the real-valued vectors is order-of-magnitude

smaller than the dimensionality V of the naive atomic “one-hot” representation (about hun-

dreds times smaller). However, as we demonstrate shortly using empirical data, the language

structure and word similarities are captured accurately.

We denote the learned embedding as matrix w ∈ Rp×V . It later serves as a guidance or

data-driven domain knowledge (priors) to classic interpretation-friendly statistical models,

which can lower computational difficulty and improve model performance empirically, be it

prediction or inference.

2.2 Scalable Clustering through Locality-Sensitive-Hashing

Building on the vector representation, we further employ state-of-the-art unsupervised

learning methods to summarize the structure of the textual data. This second step is a

key innovation and aims at balancing the interpretability and complexity of our model, and

reducing dimensionality for computational ease. Moreover, the clusters serve as a guidance

for the topic modeling step because they are essentially “educated guess” of the true topics.

The semantic vector representation has significantly reduced the dimension compared to

the classic “one-hot” representation. However, to capture the language structure well, the

representation is still inherently high dimensional (with p typically being few hundreds). In

addition, the total number of words in the vocabulary is oftentimes very large (V at least

3A good choice of f(x) = (x/xmax)
3/4 ∧ 1, see Pennington, Socher, and Manning (2014).

4Related are Taddy (2015) and Le and Mikolov (2014), which also apply vector-space language models
to extract document attributes.
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ten thousands for real applications). Since the semantic vector representation preserves

similarity, a natural next step is to cluster words that are similar to each other through

unsupervised learning, yielding in a data-driven way a number of “topics/clusters” that are

easy-to-interpret.

That said, clustering in high dimension is notoriously hard both statistically and com-

putationally. For most classic clustering methods, the computation complexity (O(V 2p) in

our case) exhibits an undesirable dependence on the number of items to cluster (denoted as

V ), which prevents their practical use due to poor scalability. To overcome this challenge,

we build upon the latest theoretical computer science literature and apply the so-called

locality-sensitive-hashing (LSH) (Datar, Immorlica, Indyk, and Mirrokni, 2004; Andoni, In-

dyk, Laarhoven, Razenshteyn, and Schmidt, 2015) in our setting.

Let us briefly review the ideas behind LSH. LSH returns near-neighbor information in

near-linear time through constructing a family of hash functions H, which assert the simi-

larity of items, with the following property: for a random element h(·) ∈ H

h(x) = h(y) with probability at least 1− p1, for any x, y such that d(x, y) ≤ d1

h(x) = h(y) with probability at most p2, for any x, y such that d(x, y) ≥ d2,

where the probability is w.r.t. the sampling of the hash functions.5 Intuitively, the hash

functions are good in assessing similarity, they rarely claim two items are similar when they

are actually far away, nor do they conclude two close items to be not similar. By a series

of so called AND-OR and OR-AND compositions of multiple hash functions, one can boost

the performance of Hash function by having p1 and p2 very close to zero.

In semantic vector-space models, cosine similarity is widely used as a distance metric

d(wi, wj) = arccos

( 〈wi, wj〉
‖wi‖ · ‖wj‖

)
.

5By near-linear time, we mean O(V k) where k is the number of hash functions to generate the Hash
table.
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For cosine similarity, random hyperplane class turns out to be a good LSH family

hv(w) = sgn (〈v, w〉) , for v sampled from unit sphere Sp−1.

Therefore, by generating independent random directions vk, k ∈ [K] and compositions of

hvk , k ∈ [K], one can obtain powerful hash function with very good performance in finding

near neighbors of a query word wi, with computational time linear in V .

Build upon the LSH technique for approximate near neighbor search, we introduce the

following scalable clustering Algorithms 1 and 2. Plausible choice of subroutines of the

algorithm can be found in Leskovec, Rajaraman, and Ullman (2014) (See Section 3.4.3 for

lsh-cand-pairs, lsh-near-neigh and Section 7.2.1 for cluster-roid).

Algorithm 1: Hierarchical Word Clustering based on LSH

Output: K word clusters

Input : number of clusters K; a subroutine LSH algorithm that returns word pair

candidates that are sufficiently similar, denoted by lsh-cand-pairs ; a

subroutine cernter-finding algorithm that returns a representative point of

the cluster, denoted by cluster-roid.

initialization: numClusters = V � K, and each cluster to be a word embedding

vector;

while numClusters > K do

1. Run lsh-cand-pairs on all current clusters;

(Optionally) calculate the cosine similarity over all candidate pairs to pick the

most similar candidate pair;

2. Pick one (best) candidate pair to merge, and combine the corresponding two

clusters into one;

3. Run cluster-roid to find the center of the new cluster then set

numClusters = numClusters− 1;

end
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Algorithm 2: Sequential Word Clustering based on LSH

Output: Word clusters

Input : a subroutine LSH algorithm that returns approximate near neighbors of a

query point, denoted by lsh-near-neigh.

initialization: each point to be a word embedding vector, and a sequence of points

(ordered) to be considered pointsNotVisited;

while pointsNotVisited �= ∅ do

1. Take queryPoint to be the head of the pointsNotVisited;

2. Run lsh-near-neigh based on queryPoint, save the new word cluster to be

lsh-near-neigh ∩ pointsNotVisited;

3. Take out lsh-near-neigh from pointsNotVisited ;

end

To demonstrate the quality of the clusters and the scalability of the methodology, we test

on the 200K word vocabulary provided by Google in Section 2.6.

Clustering in high dimension with a large number of observations takes days to run even

on distributed computing grids. However, in our numerical investigations, it takes a single

machine less than half an hour to run.

2.3 Guided Topic Modeling: A “Clustering” View

In this step, we leverage on the clustering results obtained earlier to guide and enhance our

topic model. The clustering information as an “educated guess” for the true topics reduces

computation and alleviates the drawback of a plain-vanilla latent Dirichlet allocation (LDA)

approach that a large portion of stop-words/common-words dominate every clusters.

As a generative probabilistic modeling (of word-counts) approach for learning topics, LDA

has gained significant attention in social sciences because of its purported interpretablity and

wide applicability (e.g., Hofmann (1999), Blei, Ng, and Jordan (2003), and Hoffman, Bach,

and Blei (2010)). LDA proposes a hierarchical Bayesian model for the generative process

of each document d. Adopting the notations from Hoffman, Bach, and Blei (2010): first,

each topic βk ∼ Dirichlet(η) is a multinomial distribution over the vocabulary of words.
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Second, one generates a multinomial distribution over K-topics for this particular document

d, denoted as θd ∼ Dirichlet(α). The word generation process for this document d is as

follows: for word Wdi in this document, sample a specific topic zdi ∈ {1, 2, . . . , K} with

zdi ∼ θd, then sample the observed word Wdi ∼ βzdi . Or equivalently, the probability of word

Wdi to be word w in dictionary is

P (Wdi = w|θd, β1, . . . , βK) =
∑
k

θdkβkw =: [ΘB]dw ,

where we the matrix notation Θ := [θ1, . . . , θD]
′ ∈ RD×K and B = [β1, . . . , βK ]

′ ∈ RK×V .

Denote Ndw as the number of times word w appears in document d, and N ∈ RD×V to be

the document-term matrix. From a Bayesian view, LDA aims to approximate a local mode

of posterior distribution

P (Θ, B|N) ∝ P (N |Θ, B)P (Θ)P (B) (1)

=
∏
d∈[D]

⎛
⎝Nd!

∏
w∈[V ]

([ΘB]dw)
Ndw

Ndw!

⎞
⎠P (Θ)P (B) . (2)

Here P (Θ) and P (B) are Dirichlet priors. Mean-field variational inference (Blei, Ng, and

Jordan, 2003; Hoffman, Bach, and Blei, 2010) is widely used to approximate the posterior

distribution. The key idea is to describe the posterior by a simple mean-field distribution

indexed by a set of free parameters, then minimize their KL divergence (equivalent to max-

imize the Evidence Lower Bound) between the truth posterior and the approximation, over

the free parameters.

A frequentist view of topic modeling and LDA (Anandkumar, Foster, Hsu, Kakade, and

Liu, 2012; Arora, Ge, Halpern, Mimno, Moitra, Sontag, Wu, and Zhu, 2013) offers a new

perspective: given the topic-term matrix B to be some unknown parameter, the word counts

Ndw is a multinomial with total number of Nd, and parameter [ΘB]dw,

E

[
Ndw∑

w′∈[V ] Ndw′
|Θ, B

]
= [ΘB]dw , (3)
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with each row of Θ, i.e., θd to be i.i.d. drawn from some unknown Dirichlet distribution in

RK . Given observed counts N , one can then estimate B. This approach conveniently con-

nects the problem of topic modeling to non-negative matrix factorization. Spectral methods

and alternating minimization approach (on matrix N and its normalized versions) have been

employed to show provable guarantees for topic modeling under various separation condi-

tions.

However, it has been observed that LDA becomes very computationally expensive on large

data sets (Mikolov, Chen, Corrado, and Dean, 2013), and without principled prior choices

extremely common words tend to dominate all topics (Wallach, Mimno, and McCallum,

2009). Therefore, applying LDA directly to financial or economic settings with big data

could be ineffective or even misleading.

Instead, we advocate a “clustering” perspective of topic modeling. Much of the statistical

and computational difficulty for topic modeling roots in the fact that LDA allows topics to

have overlap in terms of words, rather than separability (or, “anchor words”, meaning words

that only appear in one unique topic). And without the separability of topics, it is very hard

to disentangle various topics provided only the document-term matrix (in fact, it is provably

NP-hard (Sontag and Roy, 2011) without additional structure when the number of topics is

large). We overcome this difficulty by learning the separability of topics in a data-driven way

by incorporating the semantic vector representation. In our proposed framework, we utilize

the vector representation of words as guidance and enhance our topic modeling approach.

Based on the semantic similarity among words captured by the vector representation, it is

more likely that close-by words belong to the same topic. This prior knowledge significantly

reduces the search space/complexity of the topicword distributions, therefore easing the

optimization approach, while eliminating potential ambient noise.

With the word clusters obtained from Algorithms. 1 and 2, we advocate two computa-

tionally efficient and conceptually simple methods to learn textual factors, in order to avoid

the computational difficulties of LDA. The key computational advantage is that given the

separability of clusters, one can estimate one topic at a time. Because the vocabulary sup-

ports of topics are disjoint, the topics are distinct from each other, in contrast to the case
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in plain-vanilla LDA where extremely common words (or, stop words) dominate multiple

topics (Wallach, Mimno, and McCallum, 2009). For instance, given the i-th cluster, with

support (set of indices) Si ⊂ [V ], we focus on the document-term submatrix NSi
where the

columns consist of words only in i-th cluster. For a vector v

Algorithm 3: Topic factor via frequency count

Output: Topic factor i, represented by Fi ∈ R|Si|, that satisfies ‖Fi‖�1 = 1, and the

topic importance di ∈ R.

Input : The document-term submatrix NSi
∈ RD×|Si|

Return Fi =
1

1TNSi
1
NT

Si
1;

youtu Return the topic importance di =
〈1TNSi

,Fi〉
〈Fi,Fi〉 ∈ R;

Algorithm 4: Topic factor via SVD (rank-1)

Output: Topic factor i, represented by Fi ∈ R|Si|, that satisfies ‖Fi‖�2 = 1, and the

topic importance di ∈ R

Input : The document-term submatrix NSi
∈ RD×|Si|

Return Fi as the top right singular vector of matrix NSi
;

Return the topic importance di = ‖NSi
Fi‖ ∈ R (top singular value);

This data-driven guidance significantly enhances the performance of the topic model for

unsupervised learning, as we demonstrate in the next section and Section 4.

2.4 Guided Textual Factors

Our way for generating textual factors can easily accommodate the use of pre-existing

domain knowledge. For example, if we believe certain topics or key words are important, we

can seed them when we cluster vectors.

Suppose we want to use social media texts to predict credit outcomes for individuals.

Using the plain-vanilla textual factor framework, we would let the entire corpus of textual

information on the social networks generate the textual factors. However, experience and

economics may tell us that issues related to borrowing and loans should be relevant, so are

topics on income, family support, etc. To incorporate the domain knowledge, we can use
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“loan,” “income,” etc as seed words, and require some factors to be clustered around them,

before we go three the third step of topic modeling.

2.5 Task-specific Factor Selection

In many settings, such as financial markets, the data are extremely noisy. This inevitably

generate spurious textual factors that reduce the explanatory, predictive power of our frame-

work, and the interpretability of the outputs. To deal with this situation, we propose two

natural approaches to reduce the noise and select relevant factors.

First, we can make our textual factors more precise by removing infrequent words.

Second, when we have a specific predictive or inference task in mind, we can analyze

the correlation of each textual factor with the dependent variable, and get rid of the low

correlation ones.

Finally, we can use domain expertise and human judgment to remove some factors that

are irrelevant.

2.6 Loadings on Textual Factors

From our first-stage analysis, suppose we obtain K number of textual factors, where

K is endogenously specified and can potentially depend on the data. We denote the set of

textual factors by the triplet (Si, Fi ∈ R|Si|, di ∈ R≥0), where Si denotes the support of word-

cluster i, a real-valued vector representing the textual factor Fi, and the factor importance

di. Given the factors, and a new data-point (document d), represented by a document-term

vector N (d) ∈ RV , the loadings of the textual factor i is simply the projection

x
(d)
i :=

〈N (d)
Si

, Fi〉
〈Fi, Fi〉 (4)

and the document D can be represented quantitatively as (x
(d)
1 , . . . x

(d)
K ) ∈ RK .

To understand the meaning of these loadings, let us think about a publicly listed firm.

Viewed through the lens of structured data, the company discloses numbers on revenues,
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profits, liabilities, etc. Each one has a number to it that informs how the company does

along that dimension. In the land of unstructured information, texts about the company

could center discussions on profitability, social responsibility, innovativeness, etc, each of

which is a topic. The x
(d)
k we obtain, again allows us to assign a number that measures

how much the company loads on that topic—a metric we can use in simple sparse regression

framework.

We next apply the framework to a variety of textual data, to illustrate the flexibility and

efficacy of the methodology.

3 Data

The following non-exhaustive list of data include the ones we are currently using in our

application of the framework and methodology to asset pricing, as well as data to be collected

for other applications.

• Wall Street Journal. In our motivating example, We use title and abstract of all front-

page articles of the Wall Street Journal from July 1889 to April 2018. The Wall street

Journal data are widely used in various academic studies (e.g. Tetlock (2007); Manela

and Moreira (2017); Kelly, Manela, and Moreira (2018)) and particularly suitable to our

research settings. We compare our topic modeling results with historically important

events to make sure our methodology captures the true topics reasonably well. We also

compare our results against vanilla LDA to understand the how much improvement

we could achieve. We choose to focus on front-page articles only because these are

manually edited and corrected. This is particular useful for newspaper in earlier years

as they are scanned and digitized using OCR (optical character recognition), which

inevitably generates typos.

Similarly, we also collect other newspapers such as the New York Times, the Financial

Times and the Economists from Proquest (https://www.proquest.com). We are pri-

marily interested in the Economic, Business and Finance sections of these newspaper.
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In an ongoing effort, we are manually collecting firm-specific news from Factiva (https:

//www.dowjones.com/products/factiva). These firm-specific news enable us to ex-

plore variation in texts among firms in the cross-section.

• Company Filings from SEC Edgar (https://www.sec.gov/edgar/). To facilitate

the rapid dissemination of financial and business information about companies, the

United States Securities and Exchange Commission (the SEC) approved a rule re-

quiring publicly-listed firms to file their securities documents with the SEC via the

Electronic Data Gathering, Analysis and Retrieval (EDGAR) system. This has made

regulatory filings publicly available since 1993. We start with Management Discussion

and Analysis (MD&A) sections of both the quarterly report (10-Q) and the annual

report (10-K) and then study the informativeness of entire text documents. One can

use information from other types of forms, such as IPO prospectus (S-3) and current

reports (8-K) to capture firm specific events.

• Conference Call Transcript. Most publicly-traded firms hold regular conference calls

with their analysts and other interested parties. During the conference call, man-

agement give its view on the firms past and future performance and respond to

questions from call participants. Both conference call audio recordings and tran-

scripts are available. We obtain conference call transcripts from SeekingAlpha (https:

//seekingalpha.com/).

• Analyst reports from Investext via Thomson One (https://www.thomsonone.com/).

Equity analysts from major investment banks periodically write about firms’ past per-

formance and their view about firms’ future stock price. We have manually collected

analyst reports for more than 20 years for 700 publicly listed firms. All of these analyst

reports are in PDF format so we convert them to .txt files and clean them up using a

python script before analyzing them.

• FOMCMeeting Transcript (https://www.federalreserve.gov/monetarypolicy/fomc_

historical.htm. Every year, The Federal Open Market Committee (FOMC) holds

eight regularly scheduled meetings. FOMC meeting members discuss the economic
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outlook and formulate monetary policy during these meetings. All policy changes were

made public in a short meeting statement immediately after the meeting. In addi-

tion, detailed records of the discussions during each meeting (minutes) were released

a day later. We collected all texts document for FOMC meeting from federal Reserve

website.

• Non-public Twitter Data (already acquired): We collected all tweets from 2007 to

2016 related to Russell 3000 companies and Federal Open Market Committee (FOMC)

announcements.

4 Empirical Results: Textual Factors

We illustrate the viability of our methodological framework using two examples.

First, we compare the textual factors we create with the topics generated in a plain-

vanilla LDA (without guidance), and show that textual factors capture themes and topics

more concisely and precisely, allowing easy interpretations. The following Tables ?? and 1

summarizes the effectiveness of our clustering method based on LSH. In contrast, in Table 2

we display the top three obtained “clusters”, or topics by plain-vanilla LDA to showcase the

improvements in terms of interpretability. As we can see, extremely common words dominate

each cluster, which clouds the meaning of different topics.

Second, we apply the two-stage procedure on data from the Wall Street Journal, and

look at the textual factors (generated based on Algorithms 3 and 4) that are related to

“computer”, “war”, and “recession”, as a sanity check. From the plots of loadings over

time, we are assured that our approach makes sense empirically because the intensity of the

textual factors accurately captures the prominence of these topics in history. In addition,

we emphasize that the coordination of generic patterns (trends), regardless of the specific

loadings generating algorithms we use (easily seen by comparing subfigures in the same

column).
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Figure 2: Loadings on textual factors over time, WSJ data. Here in the first row, the
loadings are calculated based on Alg. 3, and second row based on Alg. 4. The three columns
correspond to “Recession”, “War” and “Computer”, respectively.

5 Applications in Economics and Finance

We now apply our methodology to problems including but not restricted to the ones

studied in several classical articles in finance and economics. We compare its performance to

that of earlier approaches. Our selection of the articles follows a two-fold criteria: first, we

aim to cover a wide range of topics involving the use of text data; second, we aim to include

all widely-adopted existing approaches to analyzing textual data.

5.1 Cross-section Inference and Time-series Predictions

Stock Returns and Volatility

Tetlock (2007) adopts a dictionary-based approach to analyzing the role of media. Us-

ing 77 predetermined categories from the Harvard psychosocial dictionary, he counts the

keywords from the Wall Street Journal’s Abreast of the Market column and constructs a

time-series sentiment score by performing principal components analysis. He finds that neg-

ative media sentiment predicts downward pressure on market prices followed by a reversion
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to fundamentals. This approach heavily weights the priors and is most suitable when prior is

strong and reliable. Therefore, many context-specific predefined dictionaries become avail-

able for researchers. Loughran and McDonald (2011)) construct a finance-specific dictionary

of positive and negative terms and shows that the predictive power improves using finan-

cial texts. Bollen, Mao, and Zeng (2011) uses OpinionFinder and Google’s Profile of Mood

States to measure sentiment in Twitter messages and shows its correlation with stock market

returns.

Whether dictionary-based methods perform well is an empirical question and depends

on applications. Jegadeesh and Wu (2013) use a text regression in a similar framework and

compare its result with dictionary-based methods. They also study whether text information

in the annual report (10k) can predict firms’ stock returns. They find that using term

weights estimated via regressions can improve out-of-sample performance more than refined

dictionary-based indices from Loughran and McDonald (2011)). Text regression also suitable

for other many finance applications. Manela and Moreira (2017) use support vector machines

approach to construct news-implied market volatility using the Wall Street Journal. Their

approach could identify a small set of words which are useful in predicting market volatility.

IPO Prospectus and Underpricing

To understand the information content of IPO prospectuses, Hanley and Hoberg (2010)

decompose the texts into standard and informative components and show that greater in-

formative contents lead to less underpricing. They achieve this by estimating the similarity

of an IPO prospectus to a “boilerplate” texts constructed using S-1 filings that either recent

or issued by firms in the same industry. Most paper in this area follows this methodology

or used dictionary-based methods. For example, Cohen, Malloy, and Nguyen (2016) com-

pute similarity scores of firms’ 10-k filing across years. They show that when firms make an

active change in their reporting practices, this conveys an important signal about the firm.

Loughran and McDonald (2013) use a word list to measure the tone and definitiveness of S-1

filing to study the effect of language choice on IPO returns, price revisions, and subsequent

volatility.
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Mergers and Acquisitions

Hoberg and Phillips (2010) (Review of Financial Studies) analyzes how similarity and

competition impact the incentives to merge and whether mergers with potential product

market synergies through asset complementarities add value.

Specifically, this paper examine 3 hypotheses: 1. Asset Similarity: Firms are more

likely to merge with firms whose assets are highly similar or related to their own assets. 2.

a. Differentiation from Rivals: Acquirers in competitive product markets should be more

likely to choose targets that help them to increase product differentiation relative to their

nearest ex-ante rivals. b. Competition for Targets: Firms with high local product market

competition are less likely to be targets of restructuring transactions given the existence of

multiple substitute target firms. 3. Synergies through Asset Complementarities: Acquirers

buying targets similar to themselves are likely to have asset complementarities and experience

future higher profitability, sales growth, and new product introductions.

The paper uses 49,408 (fiscal years 1997-2006) 10-K product descriptions obtained from

the Securities Exchange Commission (SEC) Edgar website. The paper uses logistic models to

test whether firms are more likely to merge when they are broadly more similar to other firms

(Hypothesis 1) and when they are locally more similar to their nearest rivals (Hypothesis 2b).

To test Hypothesis 3, the authors 1. Examine announcement returns using OLS regressions

with the acquirers and targets combined abnormal announcement return as the dependent

variable. 2. Examine real performance by OLS regression with the acquirer’s change from

year t+ 1 to t+ 2, t+ 4 in: (1) industry-adjusted operating income dividend by assets, (2)

industry-adjusted operating income dividend by sales, (3) industry-adjusted sales growth. 3.

Proxy for new product development by the logarithmic growth in the number of words used

in the product market description from year t+ 1 to either year t+ 2 or t+ 4, and use it as

dependent variable in OLS.

One can use textual factors to predict product similarity and outcomes associated with

mergers and acquisitions.
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5.2 Interpretation and Information Transmission

Z-score, F-score, M-score, and Asset Pricing Factors

Market Sentiment

Garcia (2013) (Journal of Finance) asks to what extent and when can financial news

sentiment be used to predict stock returns? More specifically, the literature from psychology

and economics suggests that investors are most sensitive to news during periods of economic

hardship. The paper tests this phenomenon, carefully distinguishing the effect of news

sentiment from new information.

Garcia (2013) measures sentiment using the reaction of positive and negative words in

two columns of financial news in the NY Times. The author disentangles the effect from

new information vs the effect from sentiment by doing the following: the effect from news

partially reverses after a few days, with more than half of the drift disappearing after 4 days.

This lends credence to the sentiment interpretation of the columns effects on the markets

over the new information interpretation. Garcia (2013) looks at intraday predictability. He

argues that if the effect were informational, then after the information is incorporated into

the price, the columns would cease to be predictive later into the day. He finds that the

predictability is maintained throughout the day, well after the NYSE opens.

The author finds that the predictability of stock returns using financial news sentiment

is strongest during recessions. One standard deviation change in the sentiment measure

predicts a change in the daily average of the DJIA of 12 basis points during recessions

compared to 3.5 basis points during expansions.

One can use textual factors to find a good proxy for sentiment, and then tests how that

helps predict intraday price changes.

Macroeconomics and Information Transmission

Many macroeconomic variables are measured at low frequency and released with lags;

some other macroeconomic variables are hard to measure, even with surveys. Text data

turns out to be a fruit venue to estimate these quantities. Baker, Bloom, and Davis (2016)
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use a dictionary-based method to develop a new index of economic policy uncertainty based

on newspaper coverage. They count the keywords such as policy, uncertainty, and Federal

Reserve, in a given newspaper-month and construct a proxy for policy uncertainty in the

economy. They also perform a careful manual audit to validate their approach and shows

that their simple method yields consistent results.

Central bank communication is another area in which textual analysis contribute a lot

to finance research. Lucca and Trebbi (2009) use Google and Factiva searches to determine

the sentiment (hawkish vs. dovish) of Federal Open Market Committee statements. The

semantic orientation of each sentence is measured by the relative frequency with which the

sentence and the word hawkish (or dovish ) jointly occur in search engine results. They find

that interest rates react to changes in communication around announcements.

Unsupervised machine learning methods, such as topic modeling, is also used to study

FOMC documents. Jegadeesh and Wu (2017)) use latent Dirichlet allocation (LDA) to

study the information content of the Federal Reserve communications. They dissect the

FOMC minutes into eight distinct economic topics and examine the informativeness of the

Fed’s discussion of each of these topics for the stock market and for interest rates. Hansen,

McMahon, and Prat (2017) also use LDA to study FOMC meeting transcripts during Alan

Greenspans tenure. They find that inexperienced members discuss a wider range of topics

and make more references to data when discussing economic conditions in a more transparent

era. The results support the notion that transparency leads to greater accountability.

5.3 Construction of Explanatory Variables

Competition, tone, similarity, financial constraints, innovation. These are intermediate

variables that have sound economic theory backing. Can we better construct such metrics?

Our methodology provides a data-driven, and universally applicable approach, as compared

to ad hoc pre-defined constructions.
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Firm and Industry Characteristics

Hoberg and Maksimovic (2014) develop a text-based measure of financial constraints by

analyzing the Management’s Discussion and Analysis (MD&A) section in annual reports.

They start with a dictionary-based method and identify firms that are deemed financial

constrained. Then they calculate the cosine similarity of each firm’s annual report to those

firms to obtain a continuous measure of financial constraint. Comparing with Tobins Q

and other existing measures, they show that their text-based measure capture incremental

information about firms’ financial decision.

Using a similar approach, Hoberg and Phillips (2010) classify industries based on product

descriptions in annual reports. They calculate the cosine similarity between texts across firms

and years. This generates a flexible industry classification that could change over time. This

is different from the traditional type of industry classifications, such as SIC and NAICS, and

allow the authors to answer questions related to industry competitions.

Backfilling VIX Index

Kelly, Manela, and Moreira (2018) propose an improved version of text regression. They

combine Heckman (1979) selection model with Taddy (2015) distributed multinomial regres-

sion. In this framework, word count provides useful information in two dimensions. First,

whether a word appears or not conveys information. Second, conditional on appearance,

the word frequency also helps to predict outcomes. Using this methodology, they backfill

and forecast some macroeconomic variables that were not available either historically or

immediately.

Motivated by Manela and Moreira (2017), we attempt to backfill VIX index using title

and abstract of all front-page articles of the Wall Street Journal from July 1889 to April

2018. We obtain VIX data for 1990 to 2016 from Chicago Board Options Exchange (CBOE).

We also use VXO data from 1986 to 1990 as a substitute for VIX index so that we can have

a longer sample.6 Using VIX data from 1996 to 2016 as my training sample, we estimate

6While VIX and VXO indices are not the same, they are 0.99 correlated in post-1990 sample. Using VXO
data only does not change our results.
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the following model:

V IXt = α + γxT
t + ηt (5)

, where V IXt is VIX index in month t and xT
t are the loadings on 200 topics estimated by

LDA using Wall Street Journal data in the same month. To reduce dimensionality, I apply

LASSO penalization to estimate (5). This would allow us to identify topics that are most

useful in backfilling VIX index.

Manela and Moreira (2017) approach this problem by using support vector machine

(SVM), which is an alternative methodology to select a relatively small number of variables

and ignoring the rest. In their regressions, xT
t is the vector of word frequencies. This

approach aims to predict outcome variables by exploiting variations in word frequencies.

Our method, in contrast, model the topic first and then use information of learned topic to

predict outcome variables. The rationale of our methodology is to reduce noise in text and

hope that this could help to make better prediciton. Ultimately, which method is better

is an empirical question and depends on specific application. Therefore, it is important to

evaluate out-of-sample fit against alternative methodology.

Figure 3 shows results from both our methodology and Manela and Moreira (2017). Both

series seem to capture important events such as recessions and wars. However, they differ

from each other wildly before 1986, and, unfortunately, we do not know which backfilled

series is better as no VIX index was available in earlier years. What we can do is to compare

both in-sample fit and out-of sample fit. For in-sample fit, R2 of Manela and Moreira (2017)

is 91% and R2 of our methodology is 79%. While our in-sample fit is worse than that using

SVM, our out-of sample fit is better. The out-of-sample RMSE of our methodology is 5.37

but support vector machine yields a out-of-sample RMSE of 6.47. Equivalently, our methods

increase out-of-sample R2 from 18% to 43%. These results suggest that our methodology is

better at avoiding over-fitting than SVM.

28



Figure 3: Backfilling VIX Index

5.4 Backfilling Expectation Error

In this section, we attempt to backfill an another important economic variable, expecta-

tion errors of future credit spreads. This choice is motivated by theoretical work on credit

cycles. In Bordalo, Gennaioli, and Shleifer (2018), expectation error play a critical role in

generating boom and bust patterns. In their model, expectations about future credit de-

faults are overly influenced by current news, and investors optimism is exhibited in credit

spread. Excessively narrow credit spread will lead to expansions of credit, and real activity

will pick up. Importantly, all of these patterns will reverse when future states turn to be

disappointing.

Can expectation errors predict future macroeconomic outcomes? To answer this question,

we need a long time series of expectation data. However, forecast data of credit spread

was available only for recent years. To conquer this problem, we backfill expectation error

data by applying textual analysis on various the Wall Street Journal. We use Blue Chip

Financial Forecast data from 1999 to 2017 as our training sample and use text data to
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backfill expectation from 1929 to 1998.

To backfill expectation error, we first estimated the following model:

errort = α + γxT
t + ηt (6)

where errort is the difference between the expectation and the realized Baa corporate

bond spread. The expectation of Baa corporate bond spread is defined as consensus forecast

of Baa corporate bond yield minus consensus forecast of 10-year Treasury yield. Both are

one-year forecasts collected from Blue Chip Financial Forecasts. The realized Baa corporate

bond Spread is calculated in the same way using historical value.

To further manage model dimensionality, I apply LASSO penalization to estimate (6). We

find that discussions about government (e.g taxes, president, white house, and Washington),

finance (money, banks, treasury, credit, and stock), recessions (e.g great depressions, great

recessions, crisis, and economic downturns), war (e.g military, world war, and Iraq) are the

most useful in constructing expectation error. Using estimated γ and topic loadings, we

backcast expectation errors for a long horizon, shown in figure 4

A clear pattern emerges from figure 4: error tends to be positive (overly optimistic) at

the end of of booms and negative (overly pessimistic) during recessions. The countercyclical

nature suggests that expectation error may predict business cycles. We explore this pattern

more carefully in the following predictive regression framework:

Δyt+h = β0 + β1êrrort +
∑

βjcontrolsj,t + εt+h

Δyt+h is the log-difference of real GDP per capita over the course of year t + h. êrrort is the

backfilled expectation error averaged over year t-1 to year t. controlsj,t include change in

credit spreads over year t, change in GDP per capita from year t-1 to t, CPI inflation rate,

and changes in short-term and long-term Treasury yields. As a robustness check, we also

include several lags of the control variables to ensure that mean-reversion in GDP growth is

not responsible for the results.
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Figure 4: Backfilling Expectation Error

Table 4 presents various specification of the predictive regression for different horizon. The

explanatory variable of interest in this table is êrrort. From column 1 to 3, we vary one-year

output growth on the left-hand side from being contemporaneous to two years into the future.

As can be seen from column 2, expectation error at t have substantial forecasting power for

GDP growth in year t+1 and t+2, even after controlling for changes in credit spread: a

one standard deviation increase in expectation error is associated with a step-down in real

GDP growth per capita of 0.45-0.5 standard deviations, or about 1.2 percentage points. In

column 4 to 6, I add levels of credit spread as an additional control. The results remain

largely unchanged. Neither changes nor levels of credit spread are predictive of real GDP

growth in year t+1 or t+2. Instead, expectation error is a strong predictor of future GDP

growth.

Word Tones and Content Analysis

Jegadeesh and Wu (2013) (Journal of Financial Economics) present a new approach
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Table 4:Predictive Regressions: Real GDP Growth

controlj,t also include change in GDP, and other significant variables documented in
literature such as CPI inflation rate and changes in short-term and long-term Treasury
yields. ***,**,* Coefficient statistically different than zero at the 1%, 5% and 10%

confidence level, respectively.

to quantify document tone. Compared to previous methods, the strength of each word

in conveying positive and negative tones is determined objectively from markets reaction

instead of assuming equal. Moreover, while this approach initially is based on a lexicon with

categories (positive and negative), it exhibits independence of the subjectively predetermined

classification of words. This method also reveals significant relation between the tone of 10-

Ks and stock returns during the filing period, and it can be applied in other economics

context. For example, the tones of IPO prospectuses computed in the same way has a

negative relation with IPO underpricing.

The authors use OLS to train the coefficients on the tone scores they define, and show that

their model has different implications from the inverse document frequency (idf) employed

by previous literature for content analysis. While least frequent words are considered most

impactful in idf, they can be both most and least impactful with WP weights here. The

authors then use their model to predict stock returns and IPO underpricing and find their

model performs better.

One can use textual factors to predict stock returns and IPO underpricing, and compare

our results with those in the paper.
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6 Conclusion

Modern institutions leverage big/alternative/unstructured data, in particular texts, for

originating loans, predicting asset returns, improving customer service, etc. Moreover, in-

terpretable textual information sheds light on key economic mechanisms and explanatory

variables. We therefore develop a general framework for analyzing large-scale text-based

data, which captures complex linguistic structures while ensuring computational scalability

and economic interpretability. We then demonstrate potential applications of our methodol-

ogy to issues in finance and economics, such as forecasting asset returns or macroeconomic

outcomes, valuing startups, and interpreting existing models. By combining the strengths of

neural network language models, especially vector representation, and generative statistical

modeling, our data-driven approach leverages high-performance computation and strikes the

balance between model complexity and interpretability.
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