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Abstract This paper investigates the ability of Generative Pre-training Transformer

(GPT) models to decipher Fedspeak, a term used to describe the technical language

used by the Federal Reserve to communicate on monetary policy decisions. We eval-

uate the ability of GPT models to classify the policy stance of Federal Open Market

Committee announcements relative to human assessment. We show that GPT models

deliver a considerable improvement in classification performance over other commonly

used methods. We then demonstrate how the GPT-4 model can provide explanations

for its classifications that are on par with human reasoning. Finally, we show that

the GPT-4 model can be used to identify macroeconomic shocks using the narrative

approach of Romer and Romer (1989, 2023).
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“It is hard to imagine that we could train a computer to read Federal Reserve transcripts

the way we do. [...] We thoroughly expect to be made largely redundant by computers

eventually, but perhaps not for a few years to come.”

Christina D. Romer and David H. Romer (2023)

1 Introduction

Generative Pre-trained Transformer (GPT) models, and ChatGPT in particular, have re-

ceived a tremendous amount of public attention in recent months for their ability to analyze

and generate text.1 Since its release in November 2022, ChatGPT (Radford et al., 2018),

an artificial intelligence chatbot, has become a prominent topic of discussion across digital

platforms and academic fields alike.2

In this paper, we empirically evaluate the ability of GPT models to decipher Fedspeak,

the language used by the Federal Reserve to communicate monetary policy decisions. While

much progress has been made in this regard, Fedspeak is still known to be notoriously difficult

to understand and messages are often delivered in a convoluted manner.3 We find that GPT

models are able to decipher this complex and nuanced language.

Specifically, we show that GPT models accurately classify the policy stance of Federal

Open Market Committee (FOMC) announcements against a manually labeled benchmark.

We note that GPT models deliver a considerable improvement in classification performance

over other commonly employed natural language processing (NLP) methods, including mod-

els that were previously considered cutting-edge tools in this domain, such as Bidirectional

Encoder Representations from Transformers (BERT) (Devlin et al., 2018). Among the con-

1While we mention and use both ChatGPT and GPT models in the paper, it is important to note that

these terms are not interchangeable. Built by the same company (OpenAI), GPT-3 and GPT-4 are large

language models trained on extensive internet data, while ChatGPT is a conversational agent that leverages

GPT-3 and GPT-4 models for human interaction.

2See, e.g., Choi et al. (2023) (law), Frieder et al. (2023) (mathematics), and Biswas (2023) (public health).

3Farber, A. (2013, April 19). Historical Echoes: Fedspeak as a Second Language. Liberty Street Eco-

nomics.
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sidered NLP methods, zero-shot GPT-3 obtains the lowest numerical errors, the highest

accuracy, and the highest measure of agreement relative to human classification.4 By fine-

tuning the GPT-3 model, we achieve even higher accuracy.

Besides improved performance in classifying FOMC texts, GPT models set apart from

existing methods by their ability to provide explanations and reasoning. We study this

ability by soliciting and comparing the explanations behind the classification of a few selected

sentences provided by our research assistants (Bryson) with those generated by ChatGPT.5

We note that both GPT-3.5 and GPT-4 models generally present a logic that successfully

justifies their classifications and is very similar to Bryson’s reasoning. GPT-4 offers an

improvement over GPT-3.5 with improved reasoning and more cases of agreement with

Bryson.

Having established that GPT models can successfully classify Fedspeak and even provide

reasoning for the classifications, we employ it on a more complex task. Specifically, we use it

to identify macroeconomic shocks using the narrative approach of Romer and Romer (1989;

2023). The narrative approach involves careful reading of relevant texts to help infer and

establish causal relationships. Romer and Romer (1989; 2023) use this approach to read texts

of FOMC discussions and establish policymakers motivation in changing policy, in order to

determine when macroeconomic shocks occurred.

In their discussion of the future of the narrative approach, Romer and Romer (2023)

express concerns delegating this task to non-experts and computers. We show that GPT

models are getting close to successfully classifying policy language in a variety of settings.

Consequently, the era where computers can interpret Federal Reserve communication using

the narrative approach may have arrived earlier than anticipated.

This result has considerable implications not only for the field of monetary economics, but

for qualitative methods in general. Broadly, this technology has the potential to bring forth

the renaissance of the narrative approach, as large language models are effectively redefining

the constraints once established by manual analysis. What used to be a labor-intensive and

4Zero-shot learning is a technique that enables a pre-trained model to classify samples from classes that

were not present in the training data.

5We use both the GPT-3.5 and GPT-4 versions that underlie the ChatGPT user interface.
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error-prone process could now become automated, scalable, and efficient.

Looking beyond the the narrative approach to macroeconomic identification, accurate

interpretation of policy messages is crucial for financial market participants, policy makers,

and the general public. Our results suggest that GPT models are valuable tools in this

pursuit. For example, GPT models can be used to automate the analysis of Fed commu-

nications, potentially leading to a reduction in investor disagreement and more accurate

predictions. Establishing the ability of GPT models to decode Fedspeak also suggests that

these tools can help improve the clarity, transparency, and effectiveness of policy communi-

cation. This is highly relevant in an era where central banks are becoming more focused on

making their communication more accessible to the public. Blinder et al. (2022) argue that

non-experts often do not receive the policy messages correctly even when they are listening.

They propose a solution where communication is tailored to specific audiences. Our results

showcasing the performance of GPT models in the realm of central bank communication

suggest that this technology can provide a feasible way to implementing such solutions.

We proceed as follows. After a review of the literature in Section 2, the paper is organized

in two parts. The first part, covered in Section 3, presents the exercise of classifying the

policy stance of FOMC announcement texts. Specifically, the data and the manual labeling

task is discussed in Section 3.1; we provide an overview of GPT models and other NLP

algorithms used for comparison in Section 3.2; we present the classification results in Section

3.3; and we compare the explanations of classifications provided by GPT models with human

reasoning in Section 3.4. The second part in Section 4 shows how GPT models can be used

to identify macroeconomic shocks using the narrative approach. We detail the method in

Section 4.1, present the results in Section 4.2, and provide discussion in Section 4.3. Finally,

we conclude in Section 5.

2 Literature Review

The literature on application of GPT models in the realm of economics and finance is growing

rapidly, with researchers exploring its various capabilities and applications. For example,

Lopez-Lira and Tang (2023) evaluate the performance of ChatGPT in forecasting returns,

4

Electronic copy available at: https://ssrn.com/abstract=4399406



leveraging the model’s sentiment analysis capabilities and comparing it to existing sentiment

analysis methods. Leippold (2023a) uses GPT models to demonstrate the vulnerabilities of

the use of dictionaries in NLP tasks, showing that context-aware approaches like BERT

serve as a better alternative. Leippold (2023b) interviews GPT models on the issues of

climate change, showcasing the model strengths and deficiencies. Dowling and Lucey (2023)

and Korinek (2023) discuss how ChatGPT and large language models (LLMs) in general

can be utilized by financial researchers to increase productivity by automating micro-tasks.

Zaremba and Demir (2023) examine the current state of the GPT technology in finance and

argue that it has the potential to improve NLP-based financial applications.6

We provide a first attempt at evaluating GPT models for the purpose of quantifying Fed

communication. We contribute to a large literature that uses natural language processing

to study the content and sentiment of central bank communication and its impact on the

financial markets (e.g., Ehrmann and Fratzscher (2007), Hansen et al. (2019), Hayo and

Neuenkirch (2015), Curti and Kazinnik (2023), and many others) and the general public

(e.g., Ehrmann and Wabitsch (2022), ).

Whereas earlier contributions quantify central bank texts based on topic modeling and

sentiment analysis using pre-defined dictionaries such as that developed by Loughran and

McDonald (2011) (e.g., Chen (2016), Hansen and McMahon (2016), Jegadeesh and Wu

(2017), Benchimol et al. (2020)), more recent papers use pre-trained large language models

(LLMs), such as the BERT models (e.g., Doh et al. (2022), Bertsch et al. (2022), Gorod-

nichenko et al. (2023)). In this paper, we compare the performance of these popular methods

with the performance of GPT models, using both zero-shot and few-shot learning, and es-

tablish that GPT models outperform these previously used methods. We provide a detailed

description of these methods in the Section 3.2.

6Interestingly, the paper by Zaremba and Demir (2023) is written entirely with the use of ChatGPT,

based on the prompts the two (human) co-authors provide.
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3 Classifying Policy Stance

This section presents the analysis of the ability of GPT models to classify the policy stance

of FOMC announcement texts.

3.1 Data

The Federal Open Market Committee (FOMC) meets eight times a year to discuss the

economic outlook and set the direction for monetary policy. These meetings are followed by

public statements that summarize the committee’s view of the economy and deliberations

behind the monetary policy decisions the committee makes.7

Our main analysis focuses on these FOMC statements published between 2010 and 2020.8

We begin by preprocessing the data the following way. We first divide each FOMC statement

into a set of individual sentences. These sentences are then manually annotated with respect

to their policy stance. Each sentence is classified outside of the broader context of the

statement, i.e., it is treated as a standalone unit of meaning. Since manual classification is

time-consuming and costly, we use a subset of 500 sentences which are drawn randomly from

the full set of sentences using uniform selection.

We proxy for the policy stance using five pre-defined categories: “dovish”, “mostly

dovish”, “neutral”, “mostly hawkish”, and “hawkish”. We assign numerical values to the

categories on a scale of -1 to 1, where 0 represents a neutral stance, to compute performance

metrics, which are also defined in the table. We employ five categories instead of three

(i.e., “dovish”, “neutral”, “hawkish) to examine GPT’s ability to discern subtle differences

between closely related labels, a common challenge in machine learning.

To mitigate the risks of human bias and error, each sentence is processed independently by

three reviewers, and the final label is computed as the average given the assigned numerical

value for each category.9 When classifying a sentence, only the context within the confines

7FOMC statements are available from the website of the Federal Reserve Board of Governors: https:

//www.federalreserve.gov/monetarypolicy/fomccalendars.htm.

8We discuss the data used for the narrative approach exercise in Section 4.

9Overall, the work was distributed between four reviewers, all with backgrounds in finance and economics.
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of each sentence is considered. The reviewers are thus not informed what statement the

sentence comes from, including the date of the meeting that the sentence relates to. We

provide the definition for each label in Table 1:

[Insert Table 1 about here]

The summary statistics of the manual classifications and the disagreement among re-

viewers in Table 2:

[Insert Table 2 about here]

We note that our sample is imbalanced, in the sense that there are more sentences with

dovish sentiment than with hawkish sentiment, which is consistent with the sample period

in question. The human reviewers agree most on the classification of “mostly dovish”,

“neutral”, and “mostly hawkish” sentences. For all sentences classified as either “dovish” or

“hawkish”, at least one reviewer rated the sentence differently by more than one category,

e.g., as “neutral”.

Next, we describe the natural language processing methods used to quantify the FOMC

statements described in this section.

3.2 NLP Methods

3.2.1 GPT Models and ChatGPT

The GPT model series belongs to a family of pre-trained large language models (LLMs).10

Trained on large data sets of unlabelled text, they are capable of performing a wide range

of downstream tasks.11 GPT models use self-attention architecture to consider sentence and

paragraph context, allowing them to excel in various natural language processing tasks and

10Simply put, a large language model is an artificial intelligence algorithm that uses deep learning and

was trained on a massively large set of data.

11With each iteration of the GPT models, the models have increased in size and complexity. GPT-

1 had 117 million parameters. The second iteration, GPT-2, had 1.5 billion parameters. GPT-3 is an

order of magnitude larger than GPT-2, and GPT-4 is reportedly about six times larger than GPT-3, with

approximately one trillion parameters.
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capture nuanced language understanding (see, for example, Zhang et al. (2022)). In the

paper we use both the GPT-3 and GPT-4 model suites, as well as ChatGPT, an interactive

chatbot that utilizes both GPT versions.

GPT-3 was released in June 2020, and created a storm of interest with its remarkable

language generation capabilities.12 On March 15, 2022, OpenAI released the new version

of GPT-3 called “text-davinci-003”. This model was described as more capable than

previous versions.13 GPT-4 is currently the most advanced version of the OpenAI language

models. Released on March 14, 2023, it is said to be the new milestone in deep learning

development. Overall, GPT-4 generates more factually accurate statements than GPT-3

and GPT-3.5, ensuring greater reliability and trustworthiness.

Models like GPT-3 and GPT-4 generally do not require explicit examples for additional

training to perform well. This concept, referred to as zero-shot learning, is a type of machine

learning where the model is trained to recognize and classify new objects or concepts that

it has not been explicitly trained on before. The reason that zero-shot GPT can deliver

satisfactory performance is that the vast amount of information underlying the model enables

it to perform unsupervised learning by observing patterns and structures within the text

(Akyürek et al., 2022).

The model is able to apply this knowledge to a wide range of text-related tasks without

the need for explicit instruction or labels. This is a considerable advantage as fine-tuning

takes time and computational resources. We thus test its zero-shot capabilities in evaluating

FOMC announcements. For comparison, we also evaluate the performance of fine-tuned

GPT on a subset of our data.14

12Both GPT-3 and GPT-4 is a suite of multiple base models with varying numbers of parameters. The

most popular ones are ada, babbage, curie, and davinci.

13Eight months later, in November 2022, OpenAI started to refer to this model as belonging to the “GPT-

3.5” series. The latest version of the GPT-3.5 model, the gpt-3.5-turbo, was released on March 1, 2023 –

and it has instantly caused a spike in interest in GPT-3.5.

14In the supplementary material, we describe an additional analysis using GPT-3 with embeddings.
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3.2.2 BERT

Similar to GPT models, BERT is a pre-trained language model based on the transformer

architecture using a masked language modeling approach to pre-train a deep neural network

on large amounts of text data. It has achieved state-of-the-art results on many benchmark

data sets, making it one of the most widely used models in NLP for applications within

finance (see, for example, Bertsch et al. (2022) and Huang and Hui Wang (2022)). BERT-

based models differ from GPT-based models in terms of their architecture and the way they

are pre-trained.15

3.2.3 Dictionary-Based Methods

Dictionary-based methods are typically based on order-less document representation, where

only the counts of words matters. The counts is usually based on pre-defined lexicons or term

lists, containing labeled words or phrases. These methods are popular for their simplicity

and transparency. However, their effectiveness is limited by their coverage, and they struggle

with nuances and broader context of the language.16 Therefore, dictionary-based analyses

often use multiple dictionaries to cross-validate the findings. For our analysis, we use the

following three dictionaries:

• Loughran and McDonald (LM, 2011) dictionary: LM was created to classify financial

language into positive, negative, and uncertain categories. It is widely used in financial

research to classify the tone of financial news and other finance-related communications

(see, for example, Picault and Renault (2017) and Shapiro and Wilson (2022)). There

are 2,356 negative words and 354 positive words in this lexicon.

• Henry (2008) financial dictionary: This dictionary has been widely employed in finan-

cial sentiment analysis. However, its shortcomings include a restricted word count and

insufficient scope. There are 85 negative words and 105 positive words in this lexicon.

15We use the sentence-transformers/paraphrase-mpnet-base-v2 model in our analysis.

16Take the term “transitory”, for example. This term might be classified as positive, neutral, or not

classified at all, depending on the dictionary in question. However, in the realm of Fed communication, the

term has been used to describe high inflation rates as temporary suggesting a positive sentiment.
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• NRC Word-Emotion Association Lexicon of Mohammad and Turney (2015): NRC is a

linguistic resource created by the National Research Council of Canada to capture the

sentiment of everyday language. There are 6,468 words labeled as positive and 4,783

words labeled as negative in this lexicon.

In general, these dictionaries are popular because they offer a simple and transparent

method for sentiment analysis. They typically come with predefined lists of words and

corresponding sentiment labels, which makes them easy to use. However, their effectiveness

can be limited by their coverage and their ability to handle nuances and context.

3.3 Results

We begin by evaluating how well GPT-3 classifies the FOMC announcements using zero-shot

learning based on our full sample of 500 labeled sentences.17 We then report results from a

case study that explores the reasoning capabilities of GPT models.18

3.3.1 Zero-Shot Learning

Figure 1 displays the distribution of labels across the classification methods. GPT-3 closely

matches the human benchmark for the “dovish”, “mostly hawkish”, and “hawkish” labels,

while BERT overestimates the number of “dovish” sentences and dictionary-based methods

rarely label sentences as “dovish” or “mostly dovish”. GPT-3 produces fewer “neutral”

classifications than the human benchmark, possibly because humans, unlike algorithms, have

a tendency to use this label when uncertain. Overall, GPT-3 outperforms other NLP methods

based on this unconditional distribution.

[Insert Figure 1 about here]

The distribution of labels, however, does not inform us whether GPT-3 classifies each

sentence in the same way as humans. To better assess performance, Table 3 shows mean

17The base model used in this analysis is text-davinci-003.

18We also consider the performance of GPT-3 on a subset of 100 sentences after fine-tuning the model

with the remaining 400 sentences. These results are reported in the Appendix.

10

Electronic copy available at: https://ssrn.com/abstract=4399406



absolute error (MAE), root mean squared errors (RMSE), and the following metrics from

confusion matrices: (i) accuracy, the proportion of correct predictions; (ii) kappa, which

measures the agreement between predictions and actual values accounting for the chance

of agreement;19 (iii) F1 score, the harmonic mean of true positive prediction proportions,

precision and recall; and (iv) balanced accuracy, the average of true positive predictions

among all positive cases and true negative predictions among all negative cases.

[Insert Table 3 about here]

Overall, GPT-3 obtains the lowest numerical errors, the highest accuracy, and the highest

measure of agreement. Since accuracy can be misleading for imbalanced data sets such as

ours, we pay particular attention to the F1 score and balanced accuracy, which also are

highest for GPT-3 for most labels and similar to the other methods for other labels.

We also note that dictionary-based methods perform worse than transformer-based meth-

ods, i.e., GPT-3 and BERT, which is consistent with the previous literature. For example,

Frankel et al. (2022) show that machine-learning methods outperform dictionary-based ones

in capturing disclosure sentiment for 10-K filings and conference calls. Zhu et al. (2022) pro-

vide a comprehensive framework for sentiment analysis in finance, and evaluate 31 different

methods using a sample of 20,000 Glassdoor company reviews. Results show that BERT

models outperform other machine-learning models, which in turn surpass lexicon-based ap-

proaches.

3.3.2 Fine-Tuned Learning

Next, we train the model using a subset of the human classified sentences. Specifically, we

randomly draw 400 sentences to fine-tune the GPT-3 model, leaving 100 sentences for cross

validation. Table 4 reports the performance metrics of all methods on this test sample.

[Insert Table 4 about here]

19Kappa values range from -1 (total disagreement) to 1 (perfect agreement), with 0 indicating agreement

due to chance alone.
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First, note that consistent with the full-sample results described above, zero-shot GPT-

3 overall outperforms BERT and the dictionary-based methods. Fine-tuning enhances the

performance of GPT-3 even futher: the MAE is nearly half of that of zero-shot GPT-3,

accuracy increases by almost a factor 1.5, and kappa more than doubles.

3.4 Case Study of Explanations: Bryson vs. ChatGPT

Mere classification aside, GPT models have the ability to explain why a certain sentence was

labeled in a certain way, a capability beyond any existing NLP model and a valuable feature

for researchers. This section tests this capability in a case study of selected sentences.

We ask both ChatGPT and a human research assistant, Bryson, to classify the sentences

and provide explanations for their classifications. Bryson is a 24-year-old male, known for

his intelligence and curiosity. ChatGPT, a language model designed as a chatbot, comprises

both GPT-3 and GPT-4 models. The comparison begins with the following prompt:

Explanation Prompt

Imagine you are a research assistant working for the Fed. You have a degree in Economics. Your

task is to classify the following 5 sentences into one of the five categories (dovish, mostly dovish,

neutral, mostly hawkish, hawkish). These sentences are taken at random from the texts of FOMC

announcements:

1. In light of the current shortfall of inflation from 2 percent, the committee will carefully monitor

actual and expected progress toward its inflation goal.

2. Labor market conditions have shown some improvement in recent months, on balance, but

the unemployment rate remains elevated.

3. The committee will closely monitor market conditions and is prepared to adjust its plans

as appropriate.

4. The committee judges that the case for an increase in the federal funds rate has contin-
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ued to strengthen but decided, for the time being, to wait for some further evidence of continued

progress toward its objectives.

5. The committee expects to begin implementing its balance sheet normalization program rela-

tively soon, provided that the economy evolves broadly as anticipated; this program is described

in the June 2017 addendum to the committee’s policy normalization principles and plans.

Below, we summarize the responses of each participant and offer a comparison for each

sentence:

[Insert Table 5 about here]

For the first sentence, Bryson and GPT-4 agree that the policy stance is dovish due to

discussion of a shortfall of inflation from target. However, whereas Bryson interprets the

content as an indicator of policy accommodation and classifies the sentence as “dovish”,

GPT-4 assigns more caution to the statement and classified the sentence as “mostly dovish”.

GPT-3 fails to recognize the dovish sentiment of the sentence and assigns a neutral policy

stance.

[Insert Table 6 about here]

For the second sentence, both algorithms agree with Bryson on the direction of the policy

stance as well as the explanation. Interestingly, whereas the explanation from GPT-4 is

strikingly similar to that given by Bryson, their classifications are different (“mostly dovish”

vs. “dovish”).

[Insert Table 7 about here]

All three explanations share the idea that the third sentence does not reveal any particular

policy stance or preference for easing or tightening monetary policy.

[Insert Table 8 about here]

There is striking agreement between Bryson and the models on both the classification and

the underlying explanation for the fourth sentence. All explanations refer to the case for

raising the policy rate, but note that the committee will wait for further evidence.
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[Insert Table 9 about here]

Finally, the fifth sentence is rated “hawkish” by Bryson and GPT-4, but “neutral” by GPT-

3. Bryson and GPT-4 have similar explanations for their classification involving the balance

sheet normalization program as a clear transition away from monetary policy accommodation

towards a more contractionary policy stance.

In sum, this exercise shows that GPT models generally present a logic that successfully

justifies their classifications, and furthermore is very similar to Bryson’s reasoning. GPT-4

offers an improvement over GPT-3 with more cases of agreement with Bryson. For example,

GPT-3 fails to capture the classification of the “dovish” and “hawkish” sentence.

4 The Narrative Approach with the GPT-4 Model

Given the ability of GPT models to provide reasoning and explanations that are on par with

those of humans, we hypothesize that they may also have the capacity to accurately im-

plement the narrative approach to macroeconomic identification.20 The narrative approach,

pioneered by Friedman and Schwartz (1963), and extended and formalized by Romer and

Romer (1989), sets out to uncover monetary policy shocks from rigorous analysis of qual-

itative data, e.g., transcripts and minutes of FOMC meetings. The manual treatment of

these texts is resource and time consuming.21 With this constraint in mind, we set out to

reproduce their method with the help of the GPT-4 model.

4.1 Method

In their seminal paper, Romer and Romer (1989) argue that in order to capture the impact

of monetary policy actions, one needs to first pinpoint the motivation for these actions to

account for endogeneity and omitted variable bias. The authors further argue that rigorous

20We thank Yuriy Gorodnichenko for this idea.

21As Romer and Romer (2023) note, “there are roughly 50 to 100 pages of material per [FOMC] meeting

—so, with eight to twelve meetings per year (or in some periods even more), we are talking about a lot of

information (and reading!).”
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narrative analysis is key to capturing monetary policy shocks, and they provide a set of

criteria that allow for reproduction.

Romer and Romer (2023) provide an update to this framework. They postulate that

the effectiveness of a narrative analysis largely depends on the following few key factors.

First, the source of the narrative should be reliable, meaning it should be contemporaneous,

consistent over a long period of time, and accurate. Second, it it essential to have a clear

idea of what to look for in the narrative source. Romer and Romer (2023) propose to look

for periods when monetary policymakers altered money growth and interest rates in a way

unrelated to current or future economic activity, hence termed as policy ”shocks”. Last, it

is crucial to approach the narrative source dispassionately and consistently, and document

the narrative evidence carefully.22

We follow these guidelines is our setup. First, we first gather the relevant documents.

Similar to Romer and Romer (1989) and Romer and Romer (2023), we use the detailed

transcripts from 1946 to 2017, and shorter minutes for years 2017 through 2023, where

transcripts are not available.23 The minutes provide a timely and concise summary of the

significant policy issues discussed during each meeting of the committee. The transcripts

offer a detailed record of the FOMC meeting proceedings.24

Next, we put together a prompt that reflects the principles summarized in Romer and

Romer (2023). Since most shocks identified by 1989; 2023 are contractionary in nature, we

focus only on these and leave the identification of expansionary shocks for future work.

Narrative Approach Prompt

As a monetary policy expert, your task is to determine whether a given text contains a monetary

22These criteria are summarized in Table 1, Romer and Romer (2023).

23Transcripts are not available for the full sample because the Federal Reserve releases transcripts of

FOMC meetings with a five-year lag.

24Initially, the transcripts were produced as a reference for the Secretariat when preparing meeting minutes

and were not fully edited for accuracy. The most comprehensive version of the transcripts comes from 1994

onward, as the Secretariat began to produce them shortly after each meeting from an audio recording of

the proceedings. These records are lightly edited for clarity, and meeting participants are given a chance to

review the transcript for accuracy.
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policy shock. A monetary policy shock refers to movements in monetary policy that are unrelated

to current or prospective real economic activity. These shocks occur when policymakers change

money growth and interest rates due to concerns about prevailing inflation levels, even when

the economy is stable. Policymakers, in these instances, are willing to accept potential negative

consequences for aggregate output and unemployment.

Analyzing the provided text, determine whether it meets the criteria for a monetary policy shock

based on the following factors:

• The policymakers believed the economy was at potential output.

• Policymakers changed money growth and interest rates due to high inflation.

• Policymakers understood and accepted the potential adverse consequences for output and

unemployment.

Consider the example given as a reference:

Example: December 1988 “This episode counts as a contractionary monetary policy shock be-

cause, at a stable level of growth and unemployment, policymakers decided that the current level

of inflation was unacceptable and took actions to reduce it. And they clearly understood and

accepted that there could be substantial adverse consequences for output and unemployment.”

Assess whether the provided text indicates a similar scenario. If it does, explain why it meets

the criteria for a monetary policy shock. If it does not, provide a brief explanation of how it fails

to meet the criteria.

This prompt is constructed in a way as to have the following features. First, it clearly

outlines the criteria for identifying a monetary policy shock: policymakers believing the

economy was at potential output, changing money growth and interest rates due to high

inflation, and understanding and accepting the potential adverse consequences for output

and unemployment. Second, it asks for an analysis based on the provided criteria, thus trying

to avoid any bias or preconceived notions. The prompt asks for a detailed explanation of

why the provided text does or does not meet the criteria for a monetary policy shock. In

sum, the prompt is constructed in a way that aims to align with the criteria for narrative

analysis outlined in Romer and Romer (2023).

We assess each document in our sample one by one, in no particular order, so as to
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follow the method of the original paper as closely as possible. To accommodate extensive

documents and overcome existing token limits imposed by OpenAI, we take advantage of a

PDF plugin designed for this purpose. This enables us to process larger volumes of content

without compromising our approach. We employ the combination of the ChatGPT user

interface and the advanced GPT-4 model, augmented with the specialized PDF file plugin.

Consequently, the model generates responses based on the analyzed content. We query each

document ten times to improve reliability of responses, as the model structure of ChatGPT

is not deterministic (e.g., Reiss (2023)). For illustrative purposes and further understanding,

we have included several examples of the aforementioned answers in the Appendix section

of our paper.

4.2 Results

We first test whether the GPT-4 model can identify the same monetary policy shocks as the

ones identified in Romer and Romer (1989) and Romer and Romer (2023) (R&R, hereafter).

Then, we discuss additional shocks identified by GPT-4 model, and which were not present

in R&R (1989) or R&R (2023).25

4.2.1 Comparison with R&R Shocks

Table 10 lists the shocks identified by the R&R studies alongside with those identified by

the GPT-4 model.

[Insert Table 10 about here]

Both R&R studies concurred on six contractionary shocks during the period, namely in

October 1947, August 1955, December 1968, April 1974, August 1978, and October 1979.

They disagree on other shocks. For instance, R&R (2023) identified additional shocks in

September 1958, May 1981, December 1988, and June 2022, not found in R&R (1989).

Conversely, the 1989 study found a shock in September 1955 not recognized in the R&R

(2023) study.

25We list all responses that capture a shock in a separate online appendix available at Hansen’s website

(direct link).
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The GPT-4 model overall generates comparable results to R&R. It identifies several

contractionary policy shocks in the sample, but does not find evidence for shocks in the

majority of the documents. Specifically, as in R&R, the model identifies shocks in August

1955, December 1968, April 1974, October 1979, May 1981, December 1988, and June 2022

with the 1955, 1974, and 1981 being classified as maybe being monetary policy shocks.26

The shocks on which R&R (2023) and GPT-4 agree all share the following elements:

discussions of policymakers perceiving the economy as operating at or near potential output,

often accompanied by remarks on the strength of the current economy or its post-recession

expansion phase; discussions of changes in monetary policy in response to high inflation rates,

typically manifested in shifts in money growth, interest rates, and strategic deceleration of

bank reserves and money supply expansion; and evidence for policymakers’ awareness and

acceptance of possible adverse effects of their policy decisions on output and unemployment,

expressed through an acknowledgment of the risk of market reactions or a significant shift

in economic expectations.

For the meetings that maybe contain a policy shock (August 1955, April 1974, and May

1981), the associated transcript texts are categorized by GPT-4 as having some, but not

all criteria for monetary policy shock present. They feature some elements of policy shock,

but not consistently or not strongly enough to qualify as definite instances. These ’maybes’

present a challenge in defining the exact boundaries of what constitutes a policy shock.

The model disagrees with both R&R studies about the October 1947 and August 1978

shocks, and it doesn’t agree with R&R (2023) that September 1958 should be added to the

list of shocks. R&R (1989) concludes that there is a shock in September 1955. The model

doesn’t identify a shock during this month, but it does find a shock in November 1955.

These are likely to be related; as noted in R&R (2023), shocks do not appear suddenly but

are results of gradual changes in views. The R&R approach uses the earliest date at which

they can argue that the shock criteria are satisfied. It is likely that R&R and GPT-4 simply

disagree about the timing of this shock.

To understand the disagreement around these shocks, we revisit the model. Specifically,

we query the transcripts of the 1947, 1958, 1978, and September 1955 meetings and ask

26This happens when the model finds some evidence for the shock, but not all R&R criteria are satisfied.
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the model to provide evidence as to why these texts could not be classified as containing

a monetary policy shock. Based on the model output, we argue that these instances are

not characterized as policy shocks due to the absence of one or more critical components in

the text. For instance, in most of these case, the evidence for the belief that the economy

was operating at full potential is missing. Specifically, the analysis of the 1947 and 1958

transcripts shows no explicit statements supporting this belief. Likewise, the analysis of the

September 1955 transcript notes a discussion on the deceleration in economic expansion.

Additionally, these texts lack the discussion of changes in monetary policy and recognition

of potential adverse consequences on output and unemployment.

4.2.2 New Shocks Identified by GPT-4

Our analysis also reveals a series of shocks that were not previously identified in R&R (1989,

2023). Specifically, we discover six distinct shocks that are exclusive to the GPT-4 model,

as outlined in Table 11:

[Insert Table 11 about here]

As detailed in the table, the documents identified as containing shocks are transcripts

of the FOMC meetings taking place in March 1957, March 1968, April 1968, May 1969,

June 1969, August 1979, September 1979, November 1979, December 1980, and March 1997.

According to the R&R (2023) approach, the way to date a shock is to place the date of

the shock at the earliest point it is identified, and have the criteria satisfied for at least a

few meetings afterwards. So, the shocks occurring within the same quarter should not be

considered as separate or new shocks, but rather grouped as one. Therefore, we identify six

distinct shocks in total: March 1957, March 1968, May 1969, August 1979, December 1980,

and March 1997. We stress that these results are a function of the prompt and the input

text. Each text is queried ten times to avoid potential issues with nondeterministic outcomes

of the GPT-4 model.
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4.3 Discussion

Does this result mean that experts and researchers are now obsolete? On the contrary. Our

results show that there is a tremendous potential for boosting the capabilities of researchers

in the realm of qualitative analysis, as the usual barriers to this method have been lowered.

With the help of LLMs, we are now more capable at processing text data.

However, it is important to reiterate that these tools are not infallible. First, it is im-

portant to keep in mind that GPT-4 assessments are a function of both the prompts and

the examined documents. The prompt acts as guiding signals for the model, telling it what

type of information or response to look for. If a prompt is designed to prioritize certain cri-

teria or guide the model towards specific features, it can produce more nuanced responses.

These nuanced responses can reflect deeper, more intricate understandings or aspects of

the topic. However, this also means that if the prompt is too narrow or overly focused, it

could potentially overlook broader or more general information that may also be important.

Furthermore, the construction of the prompt might prioritize certain criteria or guide the

model to seek particular features that might be more nuanced than instructed. Therefore,

a non-match occurs when the model does not find any relevant or significant information

in the examined documents corresponding to the prompt, as the level of nuance and detail

in the documents might not necessarily be homogeneous over time. A thoughtful and well-

constructed prompt, coupled with comprehensive and relevant documents, can lead to more

accurate and insightful outputs from the model, and in this case should not be used for blind

classification.

Second, there is a trade-off between using the application programming interface (API)

– in which the randomness of the model can be controlled, but the token window is limited –

and the ChatGPT interface – which makes the process more reproducible, and allows plugin

access, but in which one cannot reliable set the randomness. GPT models are designed to

make probabilistic rather than deterministic predictions based on input data. As such, model

output can change in random directions and asking the same question twice, may result in

different answers. It can also change its responses based on context, if the randomness

setting is not adjusted to zero. The probabilistic nature of ChatGPT allows it to generate
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diverse and nuanced responses to inputs, which can make conversations more engaging and

interesting. However, this also means that the same input can generate different responses

each time ChatGPT is used.

Can the narrative approach be delegated? R&R (2023) raise this question, answering

yes, albeit carefully (“at some point, in some cases, if it is done very carefull”). Given our

findings, we argue that this answer could be modified to “probably now, in a lot of cases,

and still very carefully”. The reason for this update is the following. Given the ability of

LLMs to follow instructions and perform well with virtually no training (i.e., zero-shot or

few-shot learning), the need for training is definitely reduced. But, qualified researchers are

still needed to figure out what can be learned from the source, what type of information can

be extracted, and in what shape. While we were able to put together a prompt that would

extract the majority of shocks found by R&R (1989, 2023), we relied heavily on their work

for that.

Finally, this question leads to a broader issue of human-AI interaction. In a recent work,

Agarwal et al. (2023) conduct an experiment varying the information available to radiologists

diagnosing patient cases, with or without AI assistance in order to compute the treatment

effect of AI on diagnostic quality. They show that while there are considerable potential

gains from optimal delegation, it is a non-trivial problem given the systematic biases in

human decision-making. In the context of the narrative approach, the delegation problem

would involve determining which tasks in the research process can be effectively and reliably

delegated to AI and which should be performed by human researchers.

5 Concluding Remarks

The analysis presented in this paper shows that GPT models demonstrate a strong perfor-

mance in classifying FOMC language, especially when fine-tuned. Furthermore, GPT mod-

els can explain its classifications using arguments similar to a human benchmark (Bryson).

Based on the case study, the GPT-4 model offers an improvement over GPT-3 with more

cases of agreement with the human classifications and explanations. The newest version of

GPT-4 is therefore likely to generate even stronger performance metrics than those of GPT-3
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reported in this paper.

We also show that qualitative analysis, traditionally a domain of human expertise, now

has the potential to be enhanced and scaled up by AI. The implications of this ’renaissance’

are profound, as it fundamentally transforms our understanding of what qualitative analysis

(on AI) can achieve. It opens up possibilities for a new era of research and knowledge

discovery that combines the depth of human insight with the breadth and speed of AI. As

we continue to harness and refine these tools, we can expect to see an even deeper impact

on how we analyze and understand complex phenomena, ranging from economic policy to

other areas demanding thorough textual analysis. Thus, while GPT models may not be

able to fully replace human evaluators, they can serve as a highly valuable tool for assisting

researchers in this domain.
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Figures

Figure 1: Distribution of Labels by Method
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Tables

Table 1: Category Definitions

Category Value Definition

Dovish -1 Strongly expresses a belief that the economy may be

growing too slowly and may need stimulus through mon-

etary policy.

Mostly dovish -0.5 Overall message expresses a belief that the economy may

be growing too slowly and may need stimulus through

monetary policy.

Neutral 0 Expresses neither a hawkish nor dovish view and is

mostly objective.

Mostly hawkish 0.5 Overall message expresses a belief that the economy is

growing too quickly and may need to be slowed down

through monetary policy.

Hawkish 1 Strongly expresses a belief that the economy is growing

too quickly and may need to be slowed down through

monetary policy.

Table 2: Summary Statistics of Manually Classified Data

Total Dovish M. Dovish Neutral M. Hawkish Hawkish

Count 500 104 144 191 47 14

Avg. Disagreement 0.47 0.67 0.52 0.31 0.51 0.67

N (>1 step) 264 104 60 67 19 14

N (>2 steps) 49 0 21 22 6 0

Notes: Average disagreement is calculated as the average difference between the classifications assigned by

the 3 reviewers using the numerical value of each classification as given in Table 1.
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Table 3: Performance Evaluation of Zero-Shot Learning

GPT-3 BERT LM Henry NRC

MAE 0.41 0.66 0.62 0.55 0.81

RMSE 0.58 0.84 0.80 0.75 0.96

Accuracy 0.37 0.25 0.28 0.35 0.11

Kappa 0.18 0.03 0.07 0.08 -0.04

F1 score

Dovish 0.49 0.31 0.07 0.17 0.04

Mostly dovish 0.43 0.33 0.23 0.04 0.17

Neutral 0.15 0.13 0.48 0.57 0.14

Mostly hawkish 0.36 NA 0.15 0.07 0.11

Hawkish 0.10 0.07 NA 0.08 0.03

Balanced Accuracy

Dovish 0.71 0.48 0.51 0.53 0.51

Mostly dovish 0.56 0.56 0.53 0.50 0.51

Neutral 0.54 0.51 0.59 0.59 0.45

Mostly hawkish 0.67 0.50 0.49 0.50 0.42

Hawkish 0.53 0.52 0.47 0.56 0.45

Notes : For each metric, the best performing model is boldfaced.
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Table 4: Performance Evaluation of Fine-Tuned GPT-3

GPT-3 GPT-3 BERT LM Henry NRC

(fine-tuned) (zero-shot)

MAE 0.23 0.40 0.60 0.58 0.54 0.85

RMSE 0.40 0.57 0.77 0.79 0.71 0.98

Accuracy 0.61 0.41 0.28 0.33 0.31 0.10

Kappa 0.46 0.21 0.01 0.15 0.00 -0.03

F1 score

Dovish 0.77 0.48 0.34 0.07 0.06 0.07

Mostly dovish 0.53 0.45 0.31 0.34 0.07 0.26

Neutral 0.66 0.24 0.18 0.58 0.52 0.04

Mostly hawkish 0.22 0.50 NA 0.12 NA 0.11

Hawkish 0.80 NA NA NA NA NA

Balanced Accuracy

Dovish 0.83 0.65 0.45 0.52 0.47 0.51

Mostly dovish 0.67 0.59 0.54 0.57 0.51 0.55

Neutral 0.73 0.57 0.53 0.67 0.52 0.40

Mostly hawkish 0.61 0.80 0.50 0.54 0.47 0.49

Hawkish 0.99 0.49 0.49 0.48 0.45 0.39

Notes: All algorithms are implemented on the test sample of 100 sentences.
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Table 5: Explanations of classifications of Sentence 1 as provided by the human research

assistant (Bryson) and the GPT-3 and GPT-4 models.

Sentence 1: In light of the current shortfall of inflation from 2 percent, the committee will

carefully monitor actual and expected progress toward its inflation goal.

Name Label Explanation

Bryson Dovish This sentence emphasizes the current shortfall of inflation be-

low the Committee’s target, suggesting that loose monetary

(low FFR or securities purchases) policies will be necessary to

bring inflation up towards the Committee’s target.

GPT-3 Neutral This sentence states that the committee will monitor progress

towards its inflation goal, without leaning towards any par-

ticular policy stance.

GPT-4 Mostly

dovish

The sentence emphasizes the shortfall of inflation from the

target and the committee’s intention to monitor progress, sug-

gesting a cautious approach and potential inclination towards

easing monetary policy.
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Table 6: Explanations of classifications of Sentence 2 as provided by the human research

assistant (Bryson) and the GPT-3 and GPT-4 models.

Sentence 2: Labor market conditions have shown some improvement in recent months, on

balance, but the unemployment rate remains elevated.

Name Label Explanation

Bryson Mostly

dovish

This sentence reflects the Committee’s ongoing concern for

the strength of the labor market. While no policy action is

specified, the implication is that the Committee will pursue

expansionary policy until the unemployment rate decreases to

a level the Committee finds acceptable.

GPT-3 Mostly

dovish

Although there has been some improvement in labor mar-

ket conditions, the fact that the unemployment rate remains

elevated suggests that the economy is not yet fully recov-

ered. This sentiment leans towards a more cautious or dovish

stance.

GPT-4 Dovish The sentence highlights improvements in the labor market,

but also notes that the unemployment rate is still high, which

implies that the committee may lean towards further easing

to address unemployment concerns.
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Table 7: Explanations of classifications of Sentence 3 as provided by the human research

assistant (Bryson) and the GPT-3 and GPT-4 models.

Sentence 3: The committee will closely monitor market conditions and is prepared to

adjust its plans as appropriate.

Name Label Explanation

Bryson Neutral This sentence offers no insight into the Committee’s view of

the state of the economy nor the actions the Committee might

take. Therefore, it is impossible to say whether it is hawkish

or dovish.

GPT-3 Neutral This sentence is a generic statement that the committee will

monitor market conditions and adjust its plans as needed,

without revealing any particular policy stance.

GPT-4 Neutral The sentence indicates that the committee will monitor mar-

ket conditions and is ready to adjust its plans as needed, but

does not provide a clear direction as to whether they lean to-

wards easing or tightening.
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Table 8: Explanations of classifications of Sentence 4 as provided by the human research

assistant (Bryson) and the GPT-3 and GPT-4 models.

Sentence 4: The committee judges that the case for an increase in the federal funds rate

has continued to strengthen but decided, for the time being, to wait for some further

evidence of continued progress toward its objectives.

Name Label Explanation

Bryson Mostly

hawkish

This sentence reveals the Committee’s view that hawkish poli-

cies (i.e., an increase in the policy interest rate) will be nec-

essary in the near term; however, this sentiment is tempered

by the Committee’s wait and see approach.

GPT-3 Mostly

hawkish

The sentence acknowledges that the case for increasing the

federal funds rate has strengthened, which implies a hawkish

stance. However, the committee has decided to wait for fur-

ther evidence of progress towards its objectives, which slightly

softens its hawkishness.

GPT-4 Mostly

hawkish

The sentence suggests that the case for raising the federal

funds rate has strengthened, but the committee is waiting for

additional evidence before taking action, implying a prefer-

ence for tightening monetary policy in the near future.
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Table 9: Explanations of classifications of Sentence 5 as provided by the human research

assistant (Bryson) and the GPT-3 and GPT-4 models.

Sentence 5: The committee expects to begin implementing its balance sheet normalization

program relatively soon, provided that the economy evolves broadly as anticipated; this

program is described in the June 2017 addendum to the committee’s policy normalization

principles and plans.

Name Label Explanation

Bryson Hawkish The balance sheet normalization program involves reducing

the securities on the Fed’s balance sheet and reducing the

reinvestment of principal payments. This action by the Com-

mittee will reduce the money supply and is a clear transition

away from loose-money towards a more contractionary policy

stance.

GPT-3 Neutral This sentence simply states that the committee expects to

begin implementing its balance sheet normalization program

soon, without revealing any particular policy stance.

GPT-4 Hawkish The sentence indicates the committee’s expectation to start

implementing its balance sheet normalization program soon,

which is a clear signal of tightening monetary policy, as long

as the economy evolves as anticipated.
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Table 10: Contractionary monetary policy shocks from 1946–2023 as identified by Romer

and Romer (R&R, 1989, 2023) and the GPT-4 model. For shocks denoted with ∗, the

GPT-4 model concludes that there maybe was a policy shock.

R&R (2023) R&R (1989) GPT-4

Oct. 1947 Oct. 1947

Aug. 1955 Aug. 1955∗

Sept. 1955

Nov. 1955

Sept. 1958

Dec. 1968 Dec. 1968 Dec. 1968

Apr. 1974 Apr. 1974 Apr. 1974∗

Aug. 1978 Aug. 1978

Oct. 1979 Oct. 1979 Oct. 1979

May 1981 May 1981∗

Dec. 1988 Dec. 1988 Dec. 1988

June 2022 June 2022

Table 11: Contractionary shocks from 1946–2023 identified by the GPT-4 model only.

Each column represent a shock; the rows list the associated FOMC meeting dates for which

the GPT-4 model identified policy shocks.

Shock 1 Shock 2 Shock 3 Shock 4 Shock 5 Shock 6

Mar. 1957 Mar. 1968 May 1969 Aug. 1979 Dec. 1980 Mar. 1997

Apr. 1968 June 1969 Sep. 1979

Nov. 1979
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A Examples of Classified Sentences

Classification Sentence

Dovish The recent softness in inflation is a concern, and the Committee stands ready to act if

necessary to ensure that inflation returns to its target over the medium term.

Dovish The risks to the economic outlook remain tilted to the downside, and the Committee

will closely monitor incoming data for any signs of a deterioration in the outlook.

Mostly dovish The recent easing of financial conditions is welcome, and should help support the eco-

nomic expansion over the medium term.

Mostly dovish Incoming data suggest that the economy is performing well overall, but there are some

areas of concern, including ongoing trade tensions and a slowing global economy.

Mostly dovish Given the current state of the economy, the Committee believes that it will be appro-

priate to maintain the current target range for the federal funds rate for the foreseeable

future.

Neutral The balance of risks to the economic outlook appears roughly balanced at this time.

Neutral The unemployment rate remained steady at 4.5%

Mostly hawkish With the unemployment rate at historic lows and inflation near our target, we be-

lieve that some further tightening of monetary policy may be warranted in the coming

months.

Mostly hawkish The Committee is aware that financial imbalances could pose risks to the outlook, and

we will be vigilant in monitoring these risks going forward.

Mostly hawkish While the recent slowdown in economic growth is a concern, we believe that it is largely

due to transitory factors and expect growth to pick up in the coming quarters.

Hawkish Given the current state of the economy, the Committee believes that it will be ap-

propriate to continue raising the target range for the federal funds rate at a gradual

pace.

Hawkish We believe that the risks to the economic outlook are skewed to the upside, and we will

act preemptively if necessary to ensure that inflation remains under control.

Hawkish While we acknowledge that some risks to the outlook remain, we believe that the current

stance of monetary policy is too accommodative and that further tightening may be

needed to keep inflation in check.
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B Additional Analysis: Embeddings

This appendix describes additional analyses of GPT-3 and BERT. First, we run a classification with embed-

dings using GPT-3 on our data.27 Second, we run a BERT-based SetFit model, a framework for few-shot

fine-tuning of Sentence Transformers.28

For GPT-3 with embeddings, we first tokenize our sentences, and then convert them into a sequence

of numerical values (i.e., embeddings) using the pre-trained GPT-3 model. These embeddings capture the

contextual information of our sample. We then run a classification model, where the model takes the

embeddings from the GPT-3 as input features and learns to classify the text based on the provided labels.

In the GPT-3 with embeddings model, the results show varying performance across different classifications.

Precision is highest for Hawkish (0.67) and Mostly Dovish (0.65) classifications, while Recall is highest for

Neutral classification (0.83). The F1-score is highest for Neutral (0.65), followed by Mostly Dovish (0.59)

and Hawkish (0.57). The model achieved an overall accuracy of 0.57.

For SetFit, we conduct a similar exercise, where we first tokenize and embed our sentences. We then

produce a small number of examples (6 per classification class, or 30 in total), and run SetFit-based classifi-

cation exercise. In terms of performance, the highest precision was achieved for Dovish classification (0.45),

while the highest recall was for Hawkish classification (0.75). However, the F1-scores for all classifications

were lower compared to the GPT-3 with embeddings model. The overall accuracy of this model was 0.30.

Comparing the performance of these two models, GPT-3 with embeddings outperforms SetFit model in

terms of accuracy, F1-scores, and other performance metrics. The GPT-3 with embeddings model demon-

strates higher precision, recall, and F1-scores for most classifications, while the few shot-BERT model strug-

gles to achieve comparable performance even with the additional examples provided.

27We use text-embedding-ada-002 model to embed our data.

28SetFit Model Reference
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C Narrative Approach: Sample Responses

Below is an example response of a “no shock” classification:

Based on the information extracted from the document, it does not appear that the Federal Reserve’s

March 16, 2010 meeting fits the criteria for a monetary policy shock. Here’s why:

1. The policymakers believed the economy was at potential output: The document does not provide

clear evidence that policymakers believed the economy was at potential output. There are mentions

of the economy being weak and unemployment being high, which suggests that they did not believe

the economy was at its potential.

2. Policymakers changed money growth and interest rates due to high inflation: There is some dis-

cussion about the possibility of raising interest rates and concerns about inflation. However, it’s

not clear that these changes were made due to high inflation. In fact, one excerpt suggests that

inflation risks were seen as low at the time, and another suggests that inflation was likely to be

subdued for some time.

3. Policymakers understood and accepted the potential adverse consequences for output and unem-

ployment: While there is some discussion about the potential adverse consequences of policy actions,

it’s not clear that these were accepted as a necessary trade-off for controlling inflation. Some pol-

icymakers expressed concerns about the high rate of unemployment and the weak state of the

economy.

In conclusion, while there were discussions about potential changes to monetary policy and concerns about

inflation, the document does not provide clear evidence that this was a case of a monetary policy shock

as defined by your criteria.
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Below is an example response of a “shock” classification:

Based on the information extracted from the document, it appears that the Federal Reserve’s meeting on

March 26, 1957, does meet the criteria for a monetary policy shock. Here’s why:

1. The policymakers believed the economy was at potential output: The document mentions that

there was a “slackened momentum of cyclical advance after some 30 months of sustained rising

activity” (Page 12). This suggests that the policymakers believed the economy was operating at or

near its potential output.

2. Policymakers changed money growth and interest rates due to high inflation: The document in-

dicates that the policymakers were concerned about inflation. It states, “a policy course was set,

directed to resisting inflationary pressures as they intensified” (Page 12). This shows that the

policymakers were willing to change the money growth and interest rates to combat inflation.

3. Policymakers understood and accepted the potential adverse consequences for output and unem-

ployment: The document suggests that the policymakers were aware of the potential negative

consequences of their actions. For instance, one excerpt states, “Mr. Shepardson did not think the

Committee should accept inflation as inevitable, and it should take every step that it could to curb

such a development” (Page 27). This indicates that they understood the potential adverse effects

of their policies on output and unemployment and were willing to accept these consequences to

control inflation.

Therefore, the scenario described in the document is similar to the example given in the summary. The pol-

icymakers believed the economy was at potential output, changed money growth and interest rates due to

concerns about inflation, and accepted the potential negative consequences for output and unemployment.
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Below is an example response of where the text does not meet all of the criteria of a shock, only some:

Based on the information extracted from the document, it does not appear that the meeting minutes from

August 23, 1955, describe a scenario that meets all the criteria for a monetary policy shock. Here’s why:

1. The policymakers believed the economy was at potential output. The document does not provide

clear evidence that policymakers believed the economy was at potential output. While there are

mentions of strong demand for industrial products and active real estate markets, there’s no explicit

statement about the economy operating at its potential.

2. Policymakers changed money growth and interest rates due to high inflation. The document does

mention concerns about inflation. For instance, on page 8, it states, “We are faced with another

period of increases in prices,” and on page 7, it mentions the “wage cost push” and the “psychology

that that creates.” However, it does not clearly indicate that policymakers changed money growth

and interest rates specifically due to these inflation concerns.

3. Policymakers understood and accepted the potential adverse consequences for output and unemploy-

ment. The document does not provide clear evidence that policymakers understood and accepted

potential adverse consequences for output and unemployment. While there is a discussion about

the potential for increased borrowing and the impact on banks, there’s no explicit acknowledgment

of potential negative effects on output and unemployment.

In conclusion, while the document does discuss concerns about inflation and the potential need for mon-

etary restraint, it does not clearly meet all the criteria for a monetary policy shock as defined in your

question. The document does not provide clear evidence that policymakers believed the economy was

at potential output, changed money growth and interest rates due to high inflation, and understood and

accepted the potential adverse consequences for output and unemployment.
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