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In recent years, financial institutions and their supervisors have placed increased emphasis on the 

importance of measuring and managing risk on a firmwide basis—a coordinated process referred to 

as consolidated risk management. Although the benefits of this type of risk management are widely 

acknowledged, few if any financial firms have fully developed systems in place today, suggesting that 

significant obstacles have led them to manage risk in a more segmented fashion. In this article, the 

authors examine the economic rationale behind consolidated risk management. Their goal is to detail 
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consolidated risk management systems. In doing so, the authors clarify why implementing 
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The Challenges of Risk 
Management in Diversified 
Financial Companies

n recent years, financial institutions and their supervisors 
have placed increased emphasis on the importance of 

consolidated risk management. Consolidated risk 
management—sometimes also called integrated or 
enterprisewide risk management—can have many specific 

meanings, but in general it refers to a coordinated process for 
measuring and managing risk on a firmwide basis. Interest in 
consolidated risk management has arisen for a variety of 
reasons. Advances in information technology and financial 
engineering have made it possible to quantify risks more 
precisely. The wave of mergers—both in the United States and 

overseas—has resulted in significant consolidation in the 
financial services industry as well as in larger, more complex 
financial institutions. The recently enacted Gramm-Leach-
Bliley Act seems likely to heighten interest in consolidated risk 
management, as the legislation opens the door to combinations 
of financial activities that had previously been prohibited.

This article examines the economic rationale for managing 
risk on a firmwide, consolidated basis. Our goal is to lay out 
some of the key issues that supervisors and risk management 
practitioners have confronted in assessing and developing 
consolidated risk management systems. In doing so, we hope to 
clarify for a wider audience why the ideal of consolidated risk 

management—which may seem uncontroversial or even 
obvious—involves significant conceptual and practical issues. 
We also hope to suggest areas where research by practitioners 
and academics could help resolve some of these issues.

Christine M. Cumming is an executive vice president and the director of 
research and Beverly J. Hirtle is a vice president at the Federal Reserve Bank 
of New York.

The authors would like to thank Gerald Hanweck, Darryll Hendricks, Chris 
McCurdy, Brian Peters, Philip Strahan, Stefan Walter, Lawrence White, and 
two anonymous referees for many helpful comments. The views expressed are 
those of the authors and do not necessarily reflect the position of the Federal 
Reserve Bank of New York or the Federal Reserve System.

• Although the benefits of a consolidated, or 
firmwide, system of risk management are 
widely recognized, financial firms have 
traditionally taken a more segmented 
approach to risk measurement and control.

• The cost of integrating information across 
business lines and the existence of regulatory 
barriers to moving capital and liquidity within 
a financial organization appear to have 
discouraged firms from adopting consolidated 
risk management.

• In addition, there are substantial conceptual 
and technical challenges to be overcome in 
developing risk management systems that 
can assess and quantify different types of risk 
across a wide range of business activities.

• However, recent advances in information 
technology, changes in regulation, and 
breakthroughs in risk management 
methodology suggest that the barriers to 
consolidated risk management will fall 
during the coming months and years. 

Christine M. Cumming and Beverly J. Hirtle
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2 The Challenges of Risk Management

The approach we take is to review the arguments made by 
supervisors and the financial industry in favor of consolidated 
risk management. While both parties agree on the importance 
of this type of risk management, this support seems to be 
motivated by quite different concerns. Supervisors appear to 

support it out of a safety-and-soundness concern that 
significant risks could be overlooked or underestimated in the 
absence of firmwide risk assessment.1 In contrast, financial 
institutions appear willing to undertake significant efforts to 

develop consolidated risk management systems because they 
believe that those systems will help them assess the risk and 

return of different business lines and thus allow them to make 
more informed decisions about where to invest scarce 
resources to maximize profits.2 While these two views may 
reflect quite different underlying motivations for supporting 
consolidated risk management, we argue below that they result 
in a common emphasis on the importance of accurate 

assessments of risk.
Although both supervisors and financial institutions 

support the concept of consolidated risk management, few if 
any financial firms have fully developed systems in place today. 
The absence thus far of fully implemented consolidated risk 
management systems suggests that there are significant costs or 

obstacles that have historically led firms to manage risk in a 
more segmented fashion. We argue that both information costs 
and regulatory costs play an important role here by affecting 
the trade-off between the value derived from consolidated risk 
management and the expense of constructing these complex 
risk management systems. In addition, there are substantial 

technical hurdles involved in developing risk management 
systems that span a wide range of businesses and types of risk. 
Both of these factors are evolving in ways that suggest that the 
barriers to consolidated risk management are increasingly 
likely to fall over the coming months and years.

The remainder of this article is organized as follows. In the 

next section, we describe the concept of consolidated risk 
management in greater detail and provide a more in-depth 
discussion of the views of supervisors and the financial industry 
about this process. We then offer a critical analysis of these 

views, using a simple portfolio model to help illustrate the 
economic rationale behind consolidated risk management. 
Next, we discuss the constraints that have slowed many 
financial institutions in their implementation of consolidated 
risk management systems. We conclude with a discussion of 

the major technical challenges and research questions that will 
need to be addressed as an increasing number of financial firms 
implement firmwide risk management systems.

Consolidated Risk Management:
Definitions and Motivations

At a very basic level, consolidated risk management entails a 
coordinated process of measuring and managing risk on a 
firmwide basis. This process has two distinct, although related, 
dimensions: coordinated risk assessment and management 
across the different types of risk facing the firm (market risk, 

credit risk, liquidity risk, operational risk), and integrated risk 
evaluation across the firm’s various geographic locations, legal 
entities, and business lines. In theory, both dimensions must be 
addressed to produce a consolidated, firmwide assessment of 
risk. In practice, few financial firms currently have in place a 

consolidated risk management system that fully incorporates 
both dimensions, although many large institutions—both in 
the United States and overseas—appear to be devoting 
significant resources to developing such systems (Joint Forum 

1999a).3

To understand consolidated risk management, it is 
important to recognize the distinction between risk 
measurement and risk management. Risk measurement entails 
the quantification of risk exposures. This quantification may 
take a variety of forms—value-at-risk, earnings-at-risk, stress 

scenario analyses, duration gaps—depending on the type of 
risk being measured and the degree of sophistication of the 
estimates. Risk management, in contrast, refers to the overall 
process that a financial institution follows to define a business 

Our goal is to lay out some of the key 

issues that supervisors and risk 

management practitioners have 

confronted in assessing and developing 

consolidated risk management systems.

The absence thus far of fully implemented 

consolidated risk management systems 

suggests that there are significant costs or 

obstacles that have historically led firms to 

manage risk in a more segmented fashion.
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strategy, to identify the risks to which it is exposed, to quantify 
those risks, and to understand and control the nature of the 
risks it faces. Risk management is a series of business decisions, 
accompanied by a set of checks and balances—risk limits, 
independent risk management functions, risk reporting, 

review and oversight by senior management and the board of 
directors—in which risk measurement plays an important, 
although not all-encompassing, role. Thus, consolidated risk 
management involves not only an attempt to quantify risk 
across a diversified firm, but also a much broader process of 
business decision making and of support to management in 

order to make informed decisions about the extent of risk taken 
both by individual business lines and by the firm as a whole.

Recent trends in the financial services industry have 

increased the challenges associated with this process. To begin, 

financial institutions increasingly have the opportunity to 

become involved in a diverse range of financial activities. In the 

United States, bank holding companies have been able to 

combine traditional banking and securities activities since the 

late 1980s, when the Federal Reserve permitted the creation of 

“Section 20” securities subsidiaries. The Gramm-Leach-Bliley 

Act will now enable affiliations involving banking, securities, 

and insurance underwriting in so-called financial holding 

companies (FHCs). Such combinations of diverse financial 

activities present significant challenges to consolidated risk 

management systems, as greater diversity often means that the 

system must encompass a wider range of risk types.4

Consolidation in the financial services industry has 

produced institutions with operations spanning large 

geographic areas, both domestically and internationally. Such 

wide geographic dispersion, especially across time zones, can 

make it difficult for a firm’s management to keep track of the 

activities across all of its operating centers. Financial 

institutions have responded to this situation by increasing the 

resources devoted to information systems designed to track 

and monitor exposures worldwide. Indeed, the development of 

coordinated information systems is one of the most important 

steps in consolidated risk management.

The supervisory community has advocated that financial 
institutions adopt consolidated risk management procedures 
in the guidance it has published in the 1990s, especially 
guidance for banking companies. In the United States, these 

efforts began in 1993 with guidelines for supervisors evaluating 
risk management in derivatives and trading activities, and have 
continued to date, most recently with a 1999 Federal Reserve 
paper containing broad conceptual guidelines for evaluating 
capital adequacy in light of the full range of risks facing the 
bank or bank holding company.5 Internationally, the Basel 

Committee on Banking Supervision extended the framework 

for describing the risk management process to encompass the 
role of business strategy and the activities of business line 
decision makers.6 The Committee also set out an approach to 
the supervisory review of a bank’s internal assessment of capital 
adequacy in light of a firm’s overall risks as the second pillar of 

the proposed new capital adequacy framework (Basel 
Committee on Banking Supervision 1999b).

Recently, an international forum of banking, securities, and 
insurance supervisors issued a report containing principles that 
supervisors should follow to ensure that financial 
conglomerates are adequately identifying and managing risk. 

The report’s lead recommendation is that “supervisors should 
take steps . . . to provide that conglomerates have adequate risk 
management processes in place to manage group-wide risk 
concentrations” (Joint Forum 1999a).

The rationale offered by supervisors for the importance of 
consolidated risk management seems to be a concern that, in 

the absence of a firmwide assessment, significant risks could be 

overlooked or underestimated. The Joint Forum report, for 
instance, argues that “the additive nature of concentrations and 

the risk of transmission of material problems within a 
conglomerate point to the value of both conglomerate 
management and supervisors conducting a group-wide 
assessment of potential concentrations” (Joint Forum 1999a). 
The underlying concern is that such underestimated or 
overlooked risks receive insufficient management attention 

and have the potential to produce unexpectedly large losses 
that could threaten the firm’s financial health.

Financial market practitioners also cite the interdependent 
nature of risks within an organization as a motivation to 
develop consolidated risk management systems. For instance, 
echoing sentiments in the supervisors’ Joint Forum report, 

Lam (1999) argues that “managing risk by silos simply doesn’t 
work, because the risks are highly interdependent and cannot 
be segmented and managed solely by independent units” in the 

Consolidated risk management involves 

not only an attempt to quantify risk across 

a diversified firm, but also a much broader 

process of business decision making and 

of support to management in order to 

make informed decisions about the extent 

of risk taken both by individual business 

lines and by the firm as a whole.



4 The Challenges of Risk Management

firm. Similarly, a senior executive at a major U.S. bank asserts 
that “the careful identification and analysis of risk are, 
however, only useful insofar as they lead to a capital allocation 
system that recognizes different degrees of risk and includes all 
elements of risk” (Labrecque 1998).

In contrast to the supervisors, however, the primary 
implication that Lam and others draw from this finding 
concerns the role that consolidated risk management systems 
can play in helping firms to make better-informed decisions 
about how to invest scarce capital and human resources. For 
instance, Mudge (2000) stresses that a consistent framework 

for evaluating firmwide risk and return across diverse financial 
activities is a key to evaluating the benefits of potential mergers 
among banking and insurance firms. Similarly, Lam (1999) 
argues that consolidated risk management systems can help 
firms understand the risk/return trade-offs among different 
business lines, customers, and potential acquisitions. 

Furthermore, consolidated risk management may allow a firm 
to recognize “natural hedges”—when one entity within the 
firm has positions or is engaged in activities that hedge the 

positions or activities of another part of the firm—that may 
become apparent only when risk is examined from the 
perspective of the consolidated institution. Firms that fail to 
recognize the diversification effects of such natural hedges may 
waste resources on redundant hedging by individual units 
within the organization.

Thus, while both supervisors and financial institutions agree 
on the importance of consolidated risk management and point 
to the same driving factors, their conclusions about the role 
that these systems can play emphasize quite different concerns. 
At one level, this difference is not surprising, given the different 
objectives of supervisors and financial institutions (safety and 

soundness, on the one hand, and profit maximization, on the 
other). On another level, these concerns are not necessarily 
mutually exclusive. Indeed, in the next section, we argue that 
supervisors’ emphasis on underestimation of firmwide risk 

and financial institutions’ emphasis on enhanced under-
standing of the risk/return trade-off among different activities 
reflect a common emphasis on the importance of accurate 
assessments of risk.

Understanding the Role
of Consolidated Risk Management

The discussion above reflects a well-established belief on the 
part of financial institutions and supervisors in the importance 
of consolidated risk management. But what economic 

fundamentals underlie this belief? In this section, we assess the 
views of supervisors and financial institutions and try to place 
them in a common framework. We do not attempt to address 
the question of why firms choose to manage risk at all.7 Instead, 
we try to understand why it matters whether risk is managed on 
a consolidated basis or at the level of individual businesses or 

risks within a firm.

The Supervisors’ View: Spillover Effects

We first consider the view expressed by supervisors in the Joint 
Forum paper (1999a), namely, that in the absence of 

consolidated risk management, significant risks could be 
overlooked or underestimated. To gain some insight into this 

view, it is helpful to consider a simple portfolio approach to 

assessing the risk of a diversified financial firm. This approach 
helps illustrate how the perception of the overall risk facing the 

firm would differ if institutions managed their risk in an 
integrated way instead of by individual businesses or legal 

entities within the larger organization.
To begin, suppose that a financial firm has two business 

lines, each of which earns profits that vary uncertainly over 

time. Application of standard portfolio theory suggests that the 

risk of the overall firm will depend on the variation in each 

unit’s profits and the extent to which variation in these profits 

is correlated between the two units. In particular, the risk facing 

the consolidated firm will be less than or equal to the sum of the 

risks facing the individual business units within the firm 

whenever this correlation is less than perfect. In this situation, 

the profit variation in one unit diversifies the risk of the other.8

The importance of this observation for our purposes is that 

it suggests that establishing risk monitoring and control (such 
as limits) at the business level and then summing up across 
business lines would be a conservative approach to managing 

While both supervisors and financial 

institutions agree on the importance of 

consolidated risk management and point 

to the same driving factors, their 

conclusions about the role that these 

systems can play emphasize quite 

different concerns.
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and assessing the overall risk facing the firm, since it ignores 
any potential diversification effects across business lines. This 
conclusion stands in marked contrast to the arguments 
advanced by supervisors in favor of consolidated risk 
management. How can we reconcile these two outcomes?

The answer, of course, is that the simple portfolio example 
misses some important “real world” aspects of financial risk 
and risk management. Perhaps the most significant of these is 
the assumption that the risks facing each business unit are fixed 
and known. In fact, these risks are functions of many factors 
that can vary significantly over time. In particular, the simple 

portfolio example assumes that the risk profile of one business 

line can be measured without regard to the risks undertaken by 
the other. This assumption is not a statement about the degree 
of correlation between the risks faced by the two business units, 
but rather the idea that the underlying volatility of one business 
line’s profitability may be affected by the actions of another 

business line.
An example of this relationship might be when two or more 

geographic centers within a global financial firm have similar 

positions that they have each hedged in a particular security or 

market. In the absence of a consolidated risk management 
system, the various units could be unaware of the positions that 

other units within the firm have taken.9 Each unit assumes that 
its position is small enough that it would be able to roll over its 

hedges or otherwise take steps to reduce its risk even in the 
event of market stress. However, when the various business 

units try to take these steps simultaneously, their combined 

activity reinforces the liquidity problems facing the market, 
resulting in sharp, adverse moves in the market prices of the 

hedging and/or underlying instruments. Thus, losses at 
individual units exceed the risk assumptions made in each 

unit’s individual risk management plans and the aggregate 

position of the firm is therefore riskier than the sum of the 
assumed individual risks of the business units. In essence, the 

firm faces the “portfolio insurance” problem in that the actions 
of one unit affect the risks facing another.10

These spillover effects can be enhanced during times of crisis 
or severe market disruption. A firm that manages risk on a 
unit-by-unit basis may have to spend valuable time simply 
determining what its aggregate position is in the affected 
markets, rather than being able to react to quickly developing 
market conditions. Since nimbleness in responding to 
problems can affect outcomes favorably, such firms may be at 
a disadvantage compared with smaller firms (for instance, 
compared with a series of smaller firms that are comparable in 
the aggregate to the diversified financial institution) and 
compared with large firms with consolidated risk management 
systems. Such a situation is an example of how the structure of 
the risk management system—as distinct from any ex ante risk-
mitigating actions taken by the firm’s risk managers—may 
affect the aggregate risk facing the firm. Nimbleness is 
especially important if market disruption spreads rapidly from 
market to market in a hard-to-anticipate pattern, as it did in 
1997-98.

In fact, the financial crisis in the fall of 1998 provides some 
interesting insights into the importance of consolidated risk 
management and measurement systems when there are 
linkages across markets. International bank supervisors 
conducted a study of the performance during the market 
upheaval of banks’ risk management systems and the value-at-
risk models used to calculate market risk capital requirements 
(Basel Committee on Banking Supervision 1999c). The study 
examined information on the stress testing done by large banks 
in several G-10 countries and found that ex ante stress test 
results provided a better picture of actual outcomes during the 
third quarter of 1998, when those tests were based on actual 
historical experience or hypothetical scenarios that 
incorporated simultaneous movements in a range of rates and 
prices, rather than on large movements in a single market risk 
factor. Thus, firms whose stress testing and risk management 
systems recognized potential linkages across markets had more 
realistic estimates of the way events in the fall of 1998 were 
likely to affect their firms.

Another way in which spillover effects can result in 
aggregate risk exceeding the sum of the individual risks of 
business units within the firm concerns what might be called 
reputational or contagion risk. As discussed in the Joint Forum 
report (1999a), this is the idea that problems in one part of a 
diversified firm may affect confidence in other parts of the 
firm. The situation that the Joint Forum paper appears to have 
in mind is one in which such problems cause acute, near-term 
funding or liquidity problems across the firm, due to questions 
about whether the losses in the troubled business unit are 
evidence of as-yet-unrevealed losses in other business lines.11

Spillover effects can be enhanced during 

times of crisis or severe market disruption. 

A firm that manages risk on a unit-by-unit 

basis may have to spend valuable time 

simply determining what its aggregate 

position is in the affected markets, rather 

than being able to react to quickly 

developing market conditions.
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Aside from such near-term concerns, spillover effects can 
also have a longer run dimension. For example, innovative 
businesses or those involving massive technology investments 
can engender what some analysts call “strategic risk.” Failure in 
such ventures may be highly visible and thus likely to have 

spillover effects on other businesses through the cost of capital, 
the cost of funding, and revenue effects through the loss of 
customer approval. Thus, other business lines associated with 
the troubled entity may see their franchise value erode as a 
result of difficulties in an affiliated unit. Such strategic risk may 
be particularly important for institutions for which customer 

trust is a key competitive advantage. Adverse publicity, legal 

judgments against the firm, evidence of fraud or internal theft, 
or high-profile failed business ventures may erode customer 

confidence in an institution. In the extreme, such concerns may 
reach the point where the affected firm is no longer viable as an 
ongoing concern, even though it may technically be solvent.12

This discussion of spillover effects suggests that supervisors’ 
concerns that disaggregated risk management systems 
understate the risks facing diversified financial institutions may 
not be without foundation. Certain important risks may be 
very difficult, if not impossible, to incorporate into risk 
management systems that focus on individual business units or 
types of risk alone within a diversified firm. Consolidated risk 
management systems therefore may be necessary to obtain an 
accurate picture of the risks facing a firm and to have in place 
the procedures needed to manage those risks, both on a day-to-
day basis and in stress situations. In this light, supervisors’ 
concerns can be seen not so much as a desire for firms to have 
risk management systems that are conservative, but instead for 
firms to have risk management systems that are accurate.

Consolidated Risk Management 
and the Theory of the Firm

Concerns about understating firmwide risk exposures 
notwithstanding, disaggregated risk management systems may 
also miss instances in which the risks from different units 

within a diversified firm offset one another. The consolidated 
firm would appear to have incentives to manage its risk on an 
aggregate basis whenever these diversification benefits are non-
negligible. At its heart, this is the logic that Lam and others in 
the financial services industry have applied in support of 
consolidated risk management: the idea that a diversified 
financial firm should be viewed as a “portfolio” comprising its 
different units and business lines.

This view is closely related to the broader question of how 
firms decide which activities are coordinated within the firm 
and which activities are coordinated through markets. This 
question has long interested economists, and we can draw on 
the insights of this “theory of the firm” literature to enhance 
our understanding of the role of consolidated risk 
management. Coase (1937) first noted that the efficiency of 
markets might be expected to lead firms to rely on markets and 
contracts with third parties to conduct their activities, but that 
in fact many decisions are made, coordinated, and executed by 
internal mechanisms such as reporting hierarchies, production 
organization, and compensation plans. Coase’s insight was that 
a firm carries out inside the firm those activities that it can 
manage internally at a cost lower than the information and 
transaction costs involved in purchasing corresponding 
services or goods outside the firm.

Since the mid-1970s, economists have further developed 
and extended the Coase analysis by elaborating more fully on 

the roles of contracting for goods and services and the 
ownership of assets in determining what is coordinated within 

the firm and what is coordinated by markets. Grossman and 
Hart (1986) noted that the combination of uncertainty and 
complexity makes contracting with inside or outside parties 

difficult. In the presence of less than fully specified contracts, 
ownership and control of assets is synonymous with ownership 
of the rights not otherwise covered by contract. Thus, the ease 

or difficulty of contracting plays a major role in determining 
what occurs inside the firm. Ownership demarcates the 

boundary of the firm’s internal activities, which often involve 
the “noncontractible” aspects of the firm’s activities. In the 
Grossman and Hart analysis, bringing activities under 

common ownership (integration) makes economic sense 
whenever efficiency gains from improved information and 

coordination within the firm exceed the efficiency losses 
resulting from the reduced entrepreneurial incentive of the 
manager who is no longer an owner.

The basic implication of this literature is that activities will 
be performed inside the firm when the complexity or costs of 
performing them outside the firm are high. For a diversified 
financial firm, these insights can be applied to interactions 
between the various units within the firm. In this setting, we 
can think of activities conducted by a corporate parent on a 

Certain important risks may be very 

difficult, if not impossible, to incorporate 

into risk management systems that focus 

on individual business units or types of 

risk alone within a diversified firm. 
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firmwide basis as coordination “inside” the firm, while 
activities conducted independently by separate units of the 
firm are analogous to the “market” activities discussed in Coase 
and in Grossman and Hart. Following this logic, risk 
management and other corporate control activities will be 

conducted on a consolidated basis when it is too difficult or 
costly for the individual business units to contract among 
themselves.

The type of spillover effects and interrelated risks discussed 

above arguably create just such a situation. When the actions of 
one business unit in a diversified firm potentially affect the 

risks faced by others, the contracting problem—in this case, 
what risk exposures may be undertaken by the various business 

units within the firm—becomes very complex to solve on a 

bilateral basis. In such circumstances, the incentives to create a 
centrally run, consolidated risk management system may be 

strong.

Fungibility of Financial Resources

That consolidated risk management allows the firm to allocate 

capital efficiently further reinforces the interdependence 

between a firm’s business units. The fungibility of capital 

within the firm—what some have called a firm’s internal 

capital market—means that the risks undertaken by one unit 

can affect the resources available to another through the 

workings of the internal capital market. In considering risk in 

relation to the capital resources available to back that risk, then, 

an additional dimension is that those resources may also be 

called into play to back the activities of other units within the 

firm.13

The financial institution’s internal capital market is itself an 

example of coordination within the firm potentially being 

more efficient than external markets. Gertner, Scharfstein, and 

Stein (1994) attribute the efficiency of internal capital markets 

to the strong incentive that owners have to monitor capital use 

relative to debtholders, especially if many aspects of the firm’s 

capital use are not limited by the debtholders’ contract. In 

addition, capital allocated to an unsuccessful project can be 

shifted to another use within the firm at less cost than would be 

involved in liquidating the assets of the project in the market, if 

capital and resources in one use are close enough substitutes for 

those in other activities. As discussed earlier, these benefits are 

offset by a reduction in incentives to managers who no longer 

act like owners.

Froot and Stein (1998) offer a model of capital allocation 
and capital structure for financial firms that develops the 

relationship between risk management and capital allocation 

formally.14 In their model, financial institutions fully hedge 
risks for which liquid markets are available. Financial 
institutions have incentives to engage in risk management 
whenever they face risks that cannot be traded in liquid 
markets because they need to hold capital against the 

nontradable positions according to the amount of risk in the 

portfolio.15 The desirability of any given investment depends 
on the extent to which its nontradable risk is correlated with 
the nontradable risks of the firm’s other portfolio positions. 
Drawing this point to its logical conclusion, Froot and Stein 
argue that “this line of reasoning suggests that the right 

question is not whether or not the bank should centralize its 
decisionmaking, but rather how often headquarters should 
gather information and use this pooled information to help 
guide investment decisions.”

The firm’s liquidity resources (assets that can be liquidated 

as well as funding sources that can be tapped) can be viewed as 
fungible across the firm in much the same way that capital is 
fungible (in the absence of regulatory or other constraints). For 
this reason, liquidity resources virtually always are coordinated 
centrally for the firm as a whole (Basel Committee on Banking 
Supervision 2000a). These resources are available to provide 

cash needed to meet obligations, especially in contingency 
situations such as market distress.

This interdependency suggests that consolidated risk 
management systems should take liquidity considerations into 
account. Liquidity risk assessment requires knowledge of the 
size and nature of the firm’s risk positions, while the firm’s 

liquidity risk position should influence the amount and type of 
risk that business managers choose to take. One approach to 
recognizing this connection is to extend the concept of capital 
adequacy to encompass the ability to liquidate assets or easily 
fund them, as is intended by the Securities and Exchange 
Commission’s capital rule for registered broker-dealers. 

Alternatively, an integrated risk assessment approach could 
consider liquidity risk along with market, credit, and other 
risks in scenario analyses intended to test the impact of the 
scenario on capital adequacy (and ultimately solvency) and 
liquidity, in a test of dual constraints.

That consolidated risk management 

allows the firm to allocate capital 

efficiently further reinforces the 

interdependence between a firm’s 

business units.
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Finally, the risks introduced by leverage reinforce the need 
to evaluate risk on a firmwide basis. Most financial firms are 
leveraged, and over the course of the 1990s analysts in financial 
institutions and their supervisors have recognized that many 
methods can be used to increase leverage in addition to 
increasing balance sheet debt to equity, such as taking positions 
through the use of derivatives and imbedded optionality. Since 
leverage increases the risk supported by capital, a sophisticated 
risk assessment should incorporate the combined effects of all 
sources of market and credit risks, of liquidity risk, and of 
leverage on capital. This point was made by the Counterparty 
Risk Management Policy Group (1999) in its private sector 
report on lessons learned from the 1998 de facto failure of 
Long-Term Capital Management, a large hedge fund. The 
report suggests several measures that can be used to conduct a 
risk and capital or liquidity adequacy analysis.

Debtholders and Other Creditors

Financial institutions may have additional incentives to engage 
in consolidated risk management because of the concerns of 
debtholders and other creditors.16 In agreeing to extend credit, 
these parties must take into account the moral hazard incentive 
that the firm has to increase its risk exposure—to the benefit of 
the firm’s shareholders and the detriment of its creditors—
once the credit has been extended. This situation is particularly 
acute for financial firms, which can change their risk profiles 
relatively rapidly using derivatives and other liquid financial 
instruments. In the face of this uncertainty, creditors may 
charge higher rates or offer less favorable nonprice terms (for 
instance, shorter maturity or higher collateral) than they would 
if this incentive could be addressed.

Consolidated risk management systems provide a way for 
financial institutions to make a credible commitment against 
such behavior. In particular, these systems facilitate better 
disclosure by providing a consistent and comprehensive 
assessment of the firm’s true risk exposure that can be used by 
creditors to monitor the institution’s activities. In the absence 
of such systems, it can be significantly more difficult for 
analysts to draw an accurate picture of the firm’s overall risk 
exposure, even if the individual units within the firm make 
extensive disclosures of their risk profiles. Furthermore, the 
centralized and independent risk management units that nearly 
always are a key feature of consolidated risk management 
systems provide an internal check against any incentives for 
individual units or employees within the firm to hide risk 
exposures from senior management. Finally, the enhanced 
disclosure made possible by consolidated risk management 
systems may mitigate some of the spillover effects described 

above by providing meaningful information about the true 
extent and nature of linkages between various businesses 
within the consolidated firm.17 Thus, these systems can provide 
an important tool for management to address the moral hazard 
concerns of creditors and to obtain better borrowing terms as a 
result.

Spillover effects, the fungibility of resources, and the 
concerns of debtholders and creditors suggest that firms have 
strong incentives to measure risks well, to take advantage of 

diversification benefits, and to manage capital and liquidity 
efficiently. In the next section, we examine why firms have not 
been faster to adopt consolidated risk management to take 
advantage of even small diversification effects and why both 
industry and supervisory efforts have been necessary to 
encourage its use.

Obstacles to Creating Consolidated 
Risk Management Systems

That firms have not immediately adopted consolidated risk 
management systems suggests that there are significant costs or 
obstacles that historically have led firms to manage risk in a 
more segmented fashion. While the firm can invest in two 
business activities, as discussed above, it finds the two activities 
to be in some sense segregated, so that taking advantage of 
diversification effects engenders costs. The segregation can be 
geographical (such as New York versus London) or conceptual 
(for example, loans versus over-the-counter options).

Information Costs

Segregation creates two kinds of costs. The first is information 
costs—the costs of integrating and analyzing information from 
the two business lines. Those costs involve both the resources 

Consolidated risk management systems . . . 

facilitate better disclosure by providing a 

consistent and comprehensive assessment 

of the firm’s true risk exposure that can be 

used by creditors to monitor the 

institution’s activities.
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involved in transmitting, recording, and processing the 
information and the amount of decay in the time value of the 
information, reflecting the lags in assembling and verifying 
information. At any given moment, there may be competing 
information technologies with similar scale effects, but a 

different mix of costs in terms of monetary outlays and time 
to assemble information (for instance, a highly automated 
process versus a manual one).

Information costs are shaped largely by technology. 

Information systems tend to have substantial fixed costs that 

usually increase with the size of the information system, but 

low marginal costs until the particular system approaches 

capacity. To reflect that, we consider the total information cost 

function to be a step function increasing discretely as the scale 

of the business increases. For a given volume of information, 

then, the value of recognizing the impact of diversification—

which is a function of the amount of diversification inherent in 

the firm’s activities—needs to exceed the information costs for 

the scale of the firm’s business in order for the firm to invest in 

the information infrastructure. In essence, the firm maximizes 

its expected profits subject to a capital constraint by choosing 

the business mix, the scale of business, and the information 

technology (or none) to manage risk.18

Information costs will tend to limit the size of the business 

for a given level of capital. If the firm finds the cost of 

information high relative to the diversification benefit, the firm 

will manage each business separately, and in doing so, it will 

assign relatively high amounts of capital to each business line as 

if there was no diversification benefit. As a result, the scale of 

the firm’s overall business will be lower than it would be when 

diversification effects can be realized.19

Improvements in technology reduce fixed information 
costs, make it possible for firms to take greater advantage of 
diversification benefits, and increase the scale on which certain 

businesses can be conducted. For example, improvements in 
information technology permit banks and securities firms to 
manage single “global books,” in contrast to the regional 

approach used to manage most international businesses in the 
1970s and 1980s.

Finally, the value of information has risen as the pace of 

developments has picked up and the complexity of financial 

relationships among markets and counterparties has increased. 

If we interpret the increased speed of events as an increase in 

the variability of the risks and correlations associated with a 

financial firm’s different business lines, then, ceteris paribus, 

firms would tend to set necessarily more conservative limits on 

their activities—perhaps in line with the maximum possible 

values of the risk exposures of their various units.20 Since these 

maxima would rarely be observed together in practice, there 

would appear to be substantial opportunities for gains from 

identifying and responding to changes in the diversification 

benefit. But greater volatility in the underlying risk 

relationships also changes the set of relevant information 

technologies, since at any scale of activity most “low-tech,” 

time-intensive techniques become unacceptably costly, 

reflecting the rapid decay in the value of information. Thus, in 

a more volatile environment, we might expect the ability to 

design and implement effective technology-intensive risk 

management information systems to represent a significant 

dimension of competitiveness for financial institutions seeking 

to operate in a large number of markets.21

Regulatory Costs

Regulatory barriers to moving capital and liquidity within a 

financial organization impose another cost that inhibits the use 

of consolidated risk management. These barriers can take the 

form of business line capital and liquidity requirements set by 

regulators, prohibitions or limits on capital and funds that can 

be transferred from one business line to another, or the 

necessity of seeking prior approval or giving prior notice to 

move funds between business lines. Most commonly, business 

lines segregated from one another by such regulatory 

requirements are in different locations or different legal 

entities, subjecting the two business lines to different 

regulations. However, similar types of costs can be imposed by 

rating agencies, creditors, or even investors when the 

requirements or expectations they set differ across individual 

entities.

As with information costs, we can consider the regulatory 
costs to reflect both monetary outlays to manage or circumvent 
regulatory barriers and the waiting period or decay in profit 
opportunities in the time needed to comply with or overcome 

regulatory costs. While in some cases regulatory requirements 
can make it virtually impossible to move capital or liquidity 

Improvements in technology reduce fixed 
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from one business line to another in the short run, in many 
cases regulatory requirements can be satisfied at some cost. The 
cost of managing and circumventing regulatory requirements 
appears to have dropped substantially through the use of 
derivatives, securitization techniques, and other financial 

engineering. Indeed, a recurring pattern in financial regulation 
is the erosion of regulatory requirements through financial 
innovation and regulatory arbitrage and their eventual repeal. 
That pattern dates back at least to the creation of the Eurodollar 
market in the 1960s and the subsequent slow removal of 
deposit ceilings and many reserve requirements. If regulatory 

circumvention is not possible, in the longer term the firm can 
plan its organization and its capital and funding strategy to 
create more flexibility in managing regulatory requirements, 
usually at the cost of holding excess capital and liquidity in 
some units.

Therefore, for a given scale of its various businesses, there 
are regulatory costs that the firm can minimize to some extent. 
Once again, the firm will invest in information technology and 
management of regulatory requirements only if the 
diversification benefits (taking into account the ability to 
manage capital and liquidity on a very short-term basis under 
contingencies) are seen to exceed the information and 
regulatory costs. Moreover, the reduction of regulatory barriers 
to moving capital and liquidity within the firm enables the 
development or enlargement of the firm’s internal capital 
market and increases the gains from pooling risk measurement 
information within the firm as well as the firm’s overall 
efficiency.

Financial Condition

Intensive work on consolidated risk management has 
coincided with the rebuilding of the financial strength of many 
banking organizations following the difficulties of the late 
1980s and early 1990s. For instance, a 1998 Federal Reserve 
study of credit risk models (Federal Reserve System Task Force 
on Internal Credit Risk Models 1998) notes that large U.S. 
banks have begun to develop both advanced credit risk 
modeling and internal capital allocation systems only since the 
mid-1990s—just the period over which these institutions 
recovered from the financial stresses of the earlier part of the 
decade. These internal capital allocation systems are one of the 
key elements in banks’ attempts to evaluate the risk-adjusted 
performance of their various business units. As such, they 
represent an important step in the progress toward full-fledged 
consolidated risk management systems.22

This financial rebuilding may also have contributed to the 

growing emphasis on consolidated risk management systems. 

As argued above, one key motivation for consolidated risk 

management is to enable firms to make more informed 
judgments about where to invest their scarce capital resources, 

in particular, about where to expand through acquisition or 

internal growth. Firms in weakened financial condition are 

unlikely to be in a position to fund such growth—even into 
lines of business where the institution’s risk/return trade-off is 

highly favorable—so they have less incentive to invest in the 

consolidated risk management systems that would permit 

them to identify such opportunities. The improved financial 

condition of many institutions since the early part of the 1990s 

therefore may have provided an additional incentive for firms 
to develop and implement consolidated risk management 

systems.

Declining information costs, eroding regulatory barriers, 

and stronger financial condition present fairly stylized 

explanations for increased attention by financial institutions to 
consolidated risk management and internal capital allocation 

activities. However, the optimization problem faced by firms is 

more complex than we have described. Holmstrom and 

Roberts (1998) provide many examples of the rich variety of 

mechanisms used to coordinate activities within and among 
firms and the multiplicity of factors that influence the 

coordination decision. The examples particularly illustrate the 

roles that incentives in internal (implicit) and external 

contracts and information flows play in resolving complex 

coordination problems, including overcoming regulatory 
barriers.23 The implication is that coordination mechanisms 

used by individual firms may change as a wide variety of factors 

change. The current importance of consolidated risk 

management as a goal for many financial institutions could be 

enhanced or complemented by further advances in 
information technology and monitoring techniques, new 

designs for incentive contracts with employees and outside 

agents, better public and private information flows, and greater 

liquidity of financial markets.
Even so, the decline of information costs and the erosion 

and repeal of regulatory barriers have been so great that many 
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of the principal hurdles to consolidated risk management 
within a financial conglomerate involve problems in 

measuring, comparing, and aggregating risks across business 
lines. The ability to merge banks and insurance companies 

under the Gramm-Leach-Bliley Act provides financial 

institutions with new opportunities to diversify risks and 
expand internal capital markets and creates further impetus to 

develop consolidated risk management techniques for financial 
conglomerates. Thus, both firms and supervisors are probably 

closer today in their common interest in accurate and precise 

risk measurement than they were just five years ago.

Major Technical Challenges 
and Research Questions

The previous sections discussed the economic rationale behind 

consolidated risk management and some of the costs facing 

diversified financial firms in constructing such systems. In this 

section, we turn to some additional practical problems 

associated with this overall goal. Our goal is to highlight a series 

of practical issues where additional research by risk 

management practitioners and by academics would be 

especially beneficial. In particular, we describe some of the 

technical challenges involved in actually estimating an 

aggregate measure of risk for a diversified financial institution 

and suggest some areas where further research could help both 

financial institutions and supervisors understand the strengths 

and weaknesses of such aggregate risk management.

At a very general level, there does appear to be an emerging 

consensus about how various forms of risk should be 

quantified. Most risk measurement methods used by major 

financial institutions are intended to capture potential losses 

over some future horizon due to the risk in question. These 

methods can use a probability-weighted approach to 

estimating potential losses (as in a value-at-risk or earnings-at-

risk system, where the distribution of future earnings is 

calculated) or can provide point estimates of potential losses 

under certain extreme circumstances (as in a stress test or 

scenario analysis approach or in an “expected tail loss” 

estimation). The common thread is the focus on potential 

future losses, either to earnings or economic value.24

Beyond this general consensus, however, the picture is 

considerably more complex. As noted above, an aggregate risk 
measure must incorporate different types of risk (market, 

credit, operational) and must bring together risks across 

different business lines (banking, insurance, securities). 

Although the broad risk concept applied within and across 

these two dimensions may be similar, the details differ 

considerably, making simple “bottom-up” aggregation 
approaches difficult, if not impossible, to implement.

Aggregating across business lines presents challenges 
because firms and functional supervisors in the different 
business lines have tended to approach risk management and 

measurement from quite different perspectives. For instance, 
banks traditionally have emphasized the risks arising from the 
asset side of the balance sheet (credit risk) and from the 
interaction of assets, liabilities, and off-balance-sheet positions 
(interest rate risk, liquidity risk). Insurers, in contrast, have 
tended to place emphasis on the risks arising from the liability 

side of their business (underwriting risk, catastrophe risk). 
Securities firms have tended to emphasize the combination of 
market risk and liquidity (meaning both the ability to fund or 
to sell an asset) in their portfolios. Of course, advances in 
financial theory and market practice have eroded these 
distinctions somewhat, and many firms now attempt to 

measure the way in which risks can interact and affect an entire 
institution.25 Nonetheless, one of the key challenges of 
consolidated risk management is to integrate these different 

perspectives on risk into a coherent framework.
A related set of challenges arises when aggregating across 

different types of risk. These challenges reflect the fact that at 
many financial institutions, risk measurement and 
management began as a bottom-up process, with different 
types of risk measured separately. A particular business area 

would develop risk measurement approaches to capture the 
most important risks facing that unit: credit risk for lending 
activities, market risk for trading, interest rate risk for the 
treasury/asset-liability management function. This risk-by-risk 
approach has resulted in industry standards of risk 
measurement that differ significantly across risk types, and 

sometimes across activities with similar risks, both in the way 
that risk is measured and in the extent to which it is quantified 
at all.

To a large extent, the state of development of modeling 
technology across the various risks reflects the availability of 
data and the nature of the risk itself, which can affect the ease 
or difficulty involved in accurately modeling the risk. At one 
end of the spectrum, the banking and securities industry has a 

Our goal is to highlight a series of practical 
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now fairly long history of measuring market risk through 
value-at-risk models. The fact that value-at-risk models were 
among the first statistical risk models developed reflects the 
high-frequency and largely continuous nature of market risk 
and its management,26 the mark-to-market environment in 
which most trading activities occur, and the resultant ease of 
modeling (normality has often been assumed) and availability 
of comparatively long historical data series around which to 
calibrate the models.

Credit risk tends to exhibit somewhat lower frequency 
variation, as changes in credit status tend to evolve over weeks 
or months rather than on a day-to-day basis. Thus, fewer 

historical data are available to aid in model calibration, and the 
modeling process itself is more complex, as the distribution of 
credit losses is quite asymmetric with a long right-hand tail.27 
Financial institutions have made considerable progress over 
the past two or three years in credit risk modeling, but it is fair 
to say that these models are at an earlier stage of development 
than the value-at-risk models used for market risk 
assessment.28

Even further down the spectrum is operational risk—the 

risk stemming from the failure of computer systems, control 
procedures, and human error—which captures a mixture of 
events, some of which involve relatively frequent small losses 
(settlement errors in a trading operation, for instance) and 
others that are characterized by infrequent but often large 
losses (widespread computer failure). Consistent data sources 

on this form of risk are difficult to obtain, especially for the less 
frequent events; statistical modeling is in its early stages; and 
the computational requirements may be substantial, given the 
number of “control points” in most operational processes.

Liquidity risk measurement involves many similar issues 
of sorting the frequency of different types of events and 

developing appropriate data. Liquidity risk measurement has 
long involved scenario analysis focused on stress events and 
based on subjective probabilities of how depositors, other 
creditors, and borrowers would respond to the stress event. As 
risk measurement techniques have advanced, some financial 
institutions are examining the potential for cash-flow-at-risk 

analysis, based on more formal measurement of the probability 

of events and the sensitivity of cash flows to these events, both 
to enhance day-to-day liquidity management and to 
strengthen the underpinnings of liquidity stress scenarios. 
Finally, at the far end of the spectrum, other risks—such as 
legal, reputational, and strategic risk—are rarely quantified, as 

both the data and theoretical techniques for capturing these 
risks have yet to be developed extensively.

Even for those risks that are measured, important 
differences exist in the assumptions and techniques used to 
estimate potential losses. One key issue is the time horizon over 
which potential losses are to be measured. As noted above, the 

risks facing financial institutions vary in the extent to which 
they are continuous or discrete, in how quickly new events 
develop, and in the size of events when they occur (many small 
events versus a few large ones). These differences imply the 
need for different horizons to capture different risks effectively. 
In fact, we see these differences in the assumptions underlying 

the risk estimates made by financial firms, with market risk 
typically measured over a one-day horizon, credit risk typically 
measured over a one-year horizon, and operational risk 
measured over a variety of short and long horizons (an industry 
standard has yet to emerge).

These differences present a challenge for calculating 

consolidated risk exposures that span several risk types. Should 
a single horizon be chosen for all risks and, if so, which one? 
Should the time dimension be explicitly factored into the risk 
assessment, with paths of risk over time? More generally, issues 

such as differing horizons suggest that there is an important set 
of research questions concerning methods for calculating 
aggregate risk measures. At a very basic level, can the different 
individual risk measurement approaches typically used within 
financial firms be meaningfully aggregated? If so, how? If not, 

is it possible to develop a “top-down” approach that somehow 
blends the risks facing the firm without measuring them 
separately, such as an analysis of income volatility? Is there 
some way of combining “top-down” with “bottom-up” 
approaches to consolidated risk measurement? And how does 
the growing attention to evaluating performance against risk in 

rewarding managers at all levels of the organization factor into 
these decisions?

At many financial institutions, risk 

measurement and management began as 

a bottom-up process, with different types 
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A related set of issues concerns the mathematical 
aggregation of risk measures across businesses and risk types. 
In most cases, this process would involve estimating 
correlations between various risk exposures. An important 
challenge in this regard is measuring the degree of correlation 
between risks in businesses that are distinct in terms of the 
sources and frequency of variability (for instance, between 
insurance underwriting and trading). The data demands of 
producing accurate estimates are likely to be enormous. Even 
when aggregate risk measures can be calculated, a related 
challenge is how to apportion the benefits of diversification 
across various business lines. That is, if less-than-perfect 
correlation across distinct business lines results in a decrease in 
the overall risk facing the firm, how should these benefits be 
allocated back to the various business units in the internal 
capital allocation process?

This discussion assumes that to produce a consolidated 
measurement of risk exposure, it is necessary to develop risk 
measures that are highly comparable across risk types. 
However, perhaps a more fundamental question is whether a 
consolidated risk management system needs to have a fully 
consolidated risk measurement methodology at its core. In 
other words, how much comparability across risk measures is 
strictly necessary to have an effective consolidated risk 
management system? If risk measures cannot be made perfectly 
compatible across risk types and business lines, are there still 
benefits to imperfectly comparable measures?

Our sense is that the answer to this question is likely to be a 
resounding yes, largely because the ability to evaluate results 
against risks taken has become a major feature of financial 

institution management in the 1990s. Some important issues 
would need to be explored before understanding the full 
implications of this conclusion. For instance, what kind of 

biases might enter the assessment of aggregate risk if this 
assessment is based on disparate risk measures? How might 
comparisons of risk and return across business lines be 
affected? How can we relate the results of stress scenario 
analysis to statistical measures of risk exposure? Are there limits 

to how different the various risk measures can be, yet still be 
useful in a consolidated risk management system? These are 
important, unresolved issues.

Conclusion

As the above discussion suggests, there is considerable scope 

for further research to enhance our understanding of the 

benefits and shortcomings of consolidated risk management. 
Many of the key research questions involve technical issues in 

risk measurement and financial series modeling. While these 
questions are vital to understanding how to calculate a 

consolidated measure of risk exposure spanning all of a 

financial institution’s businesses and risk factors, they are not 
the only questions of interest. Further research into the main 

question of this article—the economic rationale for 
consolidated risk management—could produce findings that 

would be of clear use to supervisors and financial institutions. 
In addition, this work could provide insight into such diverse 

topics as the theory of the firm, the costs/benefits of 

diversification, the linkages among financial markets, and the 
impact of product and geographic deregulation. Our study 

presents some initial ideas, but clearly much more work needs 
to be done. We hope that this article can serve as a starting 

point for further discussion.
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1. It can also be argued that supervisors may place somewhat greater 

weight on the risk of severe downside scenarios, given the nature of the 

supervisory role, but the private sector appears to be closing any gap 

as a result of the insight gained from experiences such as the market 

disturbances in 1998.

2. Firms vary in how they use the risk management process to 

maximize profits. Some firms use risk-and-return measures in the 

selection of their medium-term business mix in order to maximize 

long-run expected profits. Firms also use risk management systems to 

assist in managing expected profits over short horizons, by seeking to 

identify changes in risk and loss potential and adjusting their 

portfolios accordingly.

3. In large measure, these efforts are an extension of a longer term 

trend toward enhanced risk management and measurement in the 

financial services industry. Many of these efforts have focused on 

developing risk measurement and management systems for individual 

risk types or businesses (for instance, market risk in a securities firm 

or credit risk in a bank’s loan portfolio). In consolidated risk 

management, however, the focus is on an expansion of these single-

risk-management systems to span diverse financial activities, 

customers, and markets.

4. Mergers may occur for many reasons, including the desire to 

benefit from exactly the sort of diversification that presents challenges 

to risk management and measurement systems. In this discussion, we 

distinguish between the broad diversification that may occur when 

firms comprise business units involved in distinct business activities 

(such as banking, insurance, or securities activities) or geographic 

locations and the type of portfolio diversification that occurs when 

risk management units take steps to hedge portfolio- or business-level 

risk exposures. It is the first type of diversification—which has become 

much more feasible given the regulatory and technical developments 

discussed in the text—that presents the sort of challenges we discuss in 

this article.

5. The evaluation of the adequacy of risks in light of a full risk 

assessment is discussed in Federal Reserve SR Letter 99-18. Earlier in 

the decade, the Federal Reserve issued SR Letter 93-69, on the 

management of trading activities; SR Letter 97-32, on information 

security; SR Letter 00-04, on outsourcing; and a series of papers on the 

management of credit risk in both primary and secondary market 

activities (SR Letters 99-3, 98-25, and 97-21). The Office of the 

Comptroller of the Currency and the Federal Deposit Insurance 

Corporation have issued guidance using a comparable framework for 

a similar range of topics.

6. This framework is best developed in “Principles for the 

Management of Credit Risk,” published in September 2000. The 

Committee has also published work on interest rate risk, in 1997; 

operational risk, in 1998; and liquidity risk, in 2000.

7. The work of Modigliani and Miller (1958) and Miller and 

Modigliani (1961) suggests that any risk-altering actions taken by a 

firm’s management are redundant and resource-wasting because 

shareholders can achieve their optimal degree of diversification 

independently. See Cummins, Phillips, and Smith (1998) for a 

discussion of the factors—such as bankruptcy costs, taxes, and costly 

external financing—that may make it worthwhile for firms to engage 

in risk management.

8. This relationship can be expressed mathematically as

,

where  and  are the profit volatilities of business units A and B 

and  is the correlation between them.

9. This situation was not uncommon among globally dispersed 

institutions prior to the introduction of enhanced information 

systems in the early-to-mid-1990s. Later in this article, we discuss the 

role of information costs and information systems in diversified 

financial institutions.

10. Morris and Shin (1999) describe this problem in the context of 

multiple firms operating in a single market. They describe the errors 

in risk assessment that can occur when risk management systems 

assume that the firm’s activities are similar to playing roulette 

(gambling against nature), when in fact the risks are more like those in 

poker (where the actions of the other players matter). The same 

analogy can be applied to risks within a firm.

11. Or, as discussed below, such contagion fears may arise because 

market observers believe that the resources of all of the firm’s business 

units will be used to “rescue” a troubled unit, calling into question the 

solvency of all of the businesses within the firm.

12. The large investments that many financial institutions are making 

in electronic trading and banking are examples of strategic risk related 

to establishing the competitive position of a firm in a fast-changing 

and greatly contested market. The problems many financial 

institutions experienced in the mid-1990s—when customers 

experienced large losses in connection with derivatives and complex 

trading strategies—are examples of strategic risk related to damage to 

the firm’s reputation.

σFIRM σA
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σA σB

ρ



Endnotes (Continued)

FRBNY Economic Policy Review / March 2001 15

13. Froot and Stein (1998) consider a variant of this risk—the 

bankwide cost of capital effect—that involves the impact of increased 

capital costs on all units within a firm when one unit takes on large 

amounts of risk.

14. In the Froot and Stein analysis, banks choose their capital 

structure, risk management policies, and investment policies jointly, 

rather than impose a short-run capital constraint. However, when 

capital is costly, banks economize on the amount of capital they hold 

and therefore take risk management concerns into account in their 

investment policies.

15. The example Froot and Stein give is the counterparty risk on a 

foreign exchange swap. With the advent of credit derivatives and other 

credit risk management techniques, such risks are increasingly 

tradable, by which Froot and Stein mean that the risks can be offset 

to achieve a zero net present value. Nontradable risks can include 

unhedged proprietary positions premised on subjective expected rates 

of return deviating from those of the market. Note that the reliance on 

markets for hedging for liquid risks and internal capital allocation for 

nontradable risks is another version of the contractible/

noncontractible distinction discussed earlier.

16. Other creditors here could include suppliers, consultants, and 

other contractors who provide products or services in return for the 

promise of future payment.

17. This would be especially true if there were meaningful disclosures 

about intrafirm exposures, as called for in a recent report by the Joint 

Forum (1999b).

18. As information systems become more “scalable,” the step function 

may become flatter, in effect making it easier to realize and manage the 

diversification benefits from combining activities.

19. This is also consistent with the analysis of Holmstrom and 

Milgrom (1994), which derives analytically that enhancements to 

performance measurement tend to permit greater employee freedom 

(such as higher limits), although the authors caution that their analysis 

requires a careful specification of the exact problem.

20. Correlations and volatilities have changed substantially over time. 

Examples include the sharp drop in volatilities in short-term interest 

rates associated with the decline in inflation in the 1980s and early 

1990s; sharp increases in the correlations and short-term volatilities of 

U.S. long-term fixed income instruments in times of distress; and a 

rise in the idiosyncratic risk of equities in the 1990s, the last example 

documented in Campbell, Lettau, Malkiel, and Xu (2001).

21. Gibson (1998) derives similar conclusions about the impact of 

declining information costs. In his approach, risk measurement is a 

means to monitor risk-taking by employees when information about 

the managerial effort of those employees (or outside agents, such as 

mutual fund managers) is not observable by the employer.

22. Typically, these internal capital allocation systems fall short of a 

full-fledged consolidated risk measurement system, either because 

they incorporate only a limited range of the risks facing a financial 

institution (for example, just credit risk or market risk, but not 

operational or other forms of risk) or because they are applied only to 

a subset of the institution’s activities.

23. The specific regulatory barrier they cite is the limitations on 

foreign ownership of domestic airlines.

24. Other potential definitions of risk could involve pure volatility 

measures, such as standard deviations of earnings or economic value, 

or sensitivity measures that capture the derivative of earnings or 

economic value with respect to particular risk factors, such as the 

“value of a basis point.”

25. Lewis (1998), for instance, describes how one insurance company 

examines stress scenarios that affect all aspects of the firm, such as an 

earthquake that simultaneously causes extremely high insurance 

claims and disrupts financial markets—and thus the firm’s 

investments and investment income—for some period of time.

26. Of course, some market price series exhibit sharp, discontinuous 

jumps, such as those associated with emerging market developments 

and unexpected changes in exchange rate regimes. These factors have 

tended to be incorporated into value-at-risk models after the initial 

phases of model development.

27. To some extent, both the lack of data and the lower frequency 

variation reflect the current GAAP (Generally Accepted Accounting 

Principles) accounting standards, which do not require the daily 

marking-to-market to which trading account positions are subject. 

Thus, shorter term variation in value may not be reflected in the 

accounting data typically available for use in credit risk models.

28. See Basel Committee on Banking Supervision (1999a) for a 

discussion of the state of development of credit risk models.
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• Regulatory capital standards based on internal 
credit risk models would allow banks and 
supervisors to take advantage of the benefits
of advanced risk-modeling techniques in 
setting capital standards for credit risk.

• The internal-model (IM) capital standards for 
market risk provide a useful prototype for IM 
capital standards in the credit risk setting.

• Nevertheless, in devising IM capital standards 
specific to credit risk, banks and supervisors 
face significant challenges. These challenges 
involve the further technical development of 
credit risk models, the collection of better data 
for model calibration, and the refinement of 
validation techniques for assessing model 
accuracy.

• Continued discussion among supervisors, 
financial institutions, research economists, 
and others will be key in addressing the 
conceptual and theoretical issues posed by 
the creation of a workable regulatory capital 
system based on banks’ internal credit risk 
models.

Using Credit Risk Models 
for Regulatory Capital: 
Issues and Options

n January 1996, the Basel Committee on Banking 
Supervision adopted a new set of capital requirements to 

cover the market risk exposures arising from banks’ trading 
activities. These capital requirements were notable because, for 
the first time, regulatory minimum capital requirements could 
be based on the output of banks’ internal risk measurement 

models. The market risk capital requirements thus stood in 
sharp contrast to previous regulatory capital regimes, which 
were based on broad, uniform regulatory measures of risk 
exposure. Both supervisors and the banking industry 
supported the internal-models-based (IM) market risk capital 
requirement because firm-specific risk estimates seemed likely 

to lead to capital charges that would more accurately reflect 
banks’ true risk exposures.

That market risk was the first—and so far, only—
application of an IM regulatory capital regime is not surprising, 
given the relatively advanced state of market risk modeling at 
the time that the regulations were developed. As of the mid-

1990s, banks and other financial institutions had devoted 
considerable resources to developing “value-at-risk” models to 
measure the potential losses in their trading portfolios. 
Modeling efforts for other forms of risk were considerably less 
advanced. Since that time, however, financial institutions have 
made strides in developing statistical models for other sources 

of risk, most notably credit risk. Individual banks have 
developed proprietary models to capture potential credit-
related losses from their loan portfolios, and a variety of models 
are available from consultants and other vendors.
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These developments raise the question of whether banks’ 
internal credit risk models could also be used as the basis of 
regulatory minimum capital requirements. The Basel 
Committee on Banking Supervision is in the midst of revising 
regulatory capital standards and has in fact considered using 

credit risk models for this purpose. However, in a study 
released in April 1999 (Basel Committee on Banking 
Supervision 1999a), the Committee concluded that it was 
premature to consider the use of credit risk models for 
regulatory capital, primarily because of difficulties in 
calibrating and validating these models.

The purpose of this article is to build on this earlier work, by 
the Basel Committee and others, and to consider the issues that 
would have to be addressed in developing a regulatory minimum 
capital standard based on banks’ internal credit risk models. In 
conducting this exercise, we consider how such a capital regime 
might be structured if the models were sufficiently advanced. 

This article is not intended to be a policy proposal, but rather to 
serve as a discussion laying out the issues that would have to be 
addressed in creating a capital framework based on credit risk 
models. In particular, we draw on the structure of the IM capital 
charge for market risk and examine how this structure might be 
applied in the credit risk setting.

As in the market risk setting, the overall objective of an 
internal-models regulatory capital charge would be to allow 
banks and supervisors to take advantage of the benefits of 
advanced risk-modeling techniques in setting capital 
standards for credit risk. Ideally, the framework should 
provide supervisors with confidence that the IM capital 

charges are conceptually sound, empirically valid, and 

reasonably comparable across institutions. At the same time, 
an IM framework should be flexible enough to 
accommodate—and perhaps even encourage—further 
innovation in credit risk measurement. The balance between 
meeting immediate prudential needs and fostering 

continuing, fruitful innovation is one of the key themes in 
the discussion that follows.

The remainder of this article lays out the issues that would be 
involved in structuring an IM capital regime for credit risk 
exposures. The next section contains a brief overview of the basic 
concepts underlying credit risk models. We then describe the 
basic components of an IM capital framework for credit risk—

prudential standards, modeling standards, and validation 
techniques—and discuss a range of alternative approaches for 
these standards. At certain points in this discussion, we identify 
particularly difficult issues that would have to be addressed 
before an IM framework could be implemented. In such cases, 
we describe the scope of the issues and their importance, rather 

than make specific recommendations.

Overview of Credit Risk Models

This section provides a brief overview of credit risk models.1 
The purpose of this discussion is to provide background about 
the general structure and key features of credit risk models that 
will help explain the regulatory capital framework described in 
the next section. For this purpose, we will focus on the concepts 
that are common to all credit risk models, rather than present 

a detailed description of specific models. It is also important to 
note that the models described in this section are those that are 
usually applied to banks’ wholesale and middle-market 
commercial lending portfolios. The models used for some 
other types of credits—for example, retail lending such as 
credit cards, auto loans, and small business loans—generally 

differ from the models described below.
In very general terms, the purpose of a credit risk model is 

to estimate the probability distribution of future credit losses 
on a bank’s portfolio. The first step in constructing a credit risk 
model is therefore to define the concept of loss that the model 
is intended to capture, as well as the horizon over which the loss 

is measured. In terms of the definition of loss, models generally 
fall into one of two categories: models that measure the losses 
arising solely from defaults (“default mode” models), and 
models that incorporate gains and losses arising from less 
extreme changes in credit quality as well as from defaults 
(“multistate” or “mark-to-market” models). Clearly, the 

default mode paradigm is a restricted version of the multistate 
approach, and some models are designed to produce loss 
estimates based on both definitions of loss.

For both approaches, losses are measured over some future 
planning horizon. The most common planning horizon used is 
one year, meaning that the model will estimate changes in 

portfolio value—either from defaults or from more general 
changes in credit quality—between the current date and one 
year in the future. While a one-year horizon is most common 

The overall objective of an internal-models 

regulatory capital charge would be to 

allow banks and supervisors to take 

advantage of the benefits of advanced 

risk-modeling techniques in setting capital 

standards for credit risk.
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in practice, other choices are also possible, including fixed 
horizons other than one year and horizons that match the 
lifetime of the credits in the portfolio.

Once the definition of loss and the planning horizon have been 
selected, the model generates a distribution—a probability density 

function (PDF)—of future losses that can be used to calculate the 
losses associated with any given percentile of the distribution. In 
practice, banks concentrate on two such loss figures: expected 

loss and unexpected loss. Expected loss is the mean of the loss 
distribution and represents the amount that a bank expects to lose 
on average on its credit portfolio. Unexpected loss, in contrast, is a 

measure of the variability in credit losses, or the credit risk inherent 
in the portfolio. Unexpected loss is computed as the losses 
associated with some high percentile of the loss distribution (for 
example, the 99.9th percentile) minus expected loss. A high 
percentile of the distribution is chosen so that the resulting risk 
estimates will cover all but the most extreme events.

The first step in generating the PDF of future credit losses is 
to classify the individual credits in the portfolio by their current 
credit quality. Most frequently, this is done by distributing the 
credits across the bank’s internal credit risk rating system, 
which provides a picture of the current state of the credit 
portfolio. Typically, a bank will have an internal rating system 

that assigns each credit to one of a series of risk categories 
according to the borrower’s probability of default. The next 
conceptual step is to assess the probability that the positions 
might migrate to different risk categories—sometimes called 
“credit quality states”—during the planning horizon. In a 
default mode model, this process amounts to assessing the 

probability of default, while in a multistate model, it also 
incorporates assessing transition probabilities between internal 
rating categories. The accuracy of both the assignment and the 
quantification of banks’ internal risk ratings is critical, as these 
ratings and transition probabilities have a very significant effect 
on the estimation of portfolio credit risk.2

The third step in constructing a credit risk model is to estimate 
the likely exposure of each credit across the range of credit quality 
states. For whole loans, exposure is simply the face value of the 
loan and is usually constant across risk categories, but for other 
positions—such as lines of credit or derivatives—exposure can 
vary over time and might be correlated with the particular credit 

quality state. Finally, given the risk category and the exposure in 
that category, the last element to be determined is the valuation of 
the position. For default mode models, this valuation is usually 
accomplished by specifying a loss-given-default (LGD) 
percentage. This is, essentially, the proportion of the credit’s 
exposure that would be lost if the borrower defaults.3 For 

multistate models, this process generally involves revaluing the 
position using credit spreads that reflect the default risk associated 
with the particular rating category.

Thus far, the discussion has focused on the treatment of 
individual positions in a bank’s credit portfolio. Generating the 
PDF of future credit losses requires bringing these individual 
positions together to capture the behavior of the overall 
portfolio. From standard portfolio theory, this process 

essentially requires capturing the correlations between losses 
associated with individual borrowers. Correlations are vital in 
assessing risk at the portfolio level since they capture the 
interaction of losses on individual credits. In general, portfolio 
risk will be greater the more the individual credits in the 
portfolio tend to vary in common. In practice, incorporating 

correlations into a credit risk model involves capturing 
variances in and correlations between the risk category 
transition probabilities, credit exposures, and credit valuations.

Nearly all models assume that these variances and 
correlations are driven by one or more “risk factors” that 
represent various influences on the credit quality of the 

borrower (for example, industry, geographic region, or the 
general state of the economy). In some models, risk factors are 

economic variables such as interest rates and economic activity 

indicators, while other models derive default and transition 
probabilities from equity price data. In still other models, the 
risk factors are abstract factors that intuitively relate to business 
cycle conditions but are not tied to specific economic variables. 
In every case, the assumptions about the statistical process 
driving these risk factors determine the overall mathematical 

structure of the model and the shape of the PDF.4 Thus, 
assumptions about the distribution of risk factors are a key 
element in the design of all credit risk models.

Depending on the assumptions about the mathematical 
processes driving the risk factors, there are a variety of ways 
that the final PDF of future credit losses can be generated. In 

some cases, a specific functional form for the PDF is assumed 
and the empirical results are calculated analytically. In other 
cases, Monte Carlo simulation—generally involving 
simulation of the underlying risk factors that determine default 
and transition probabilities—is used to provide a numerical 
PDF. In either case, the final result is a PDF that can be used to 

derive estimates of the various percentiles of the loss 
distribution.

Assumptions about the distribution of risk 

factors are a key element in the design of 

all credit risk models.
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Framework for an Internal-Models 
Capital Charge

This section describes a possible framework for an internal-
models regulatory capital charge for credit risk exposures. In 
developing this framework, we use the IM capital requirements 
for market risk as a model.5 As a practical matter, the market 

risk standards provide a foundation that would be familiar to 
the many parties involved in developing and implementing any 
new credit risk standards. On a theoretical level, it also seems 
reasonable to use the market risk framework as a starting point 
because, fundamentally, both market and credit risk models 
have the same goal: to estimate the distribution of gains and 

losses on a bank’s portfolio over some future horizon. The two 
types of models differ with respect to the underlying risk factors 
that generate these gains and losses, and these differences lead 

to significant differences in methodologies, modeling 
assumptions, and data requirements between the models. 
Nonetheless, the core similarity between the two types of 
models suggests that the framework used in the market risk 

setting can provide a workable beginning for a regulatory 
capital regime based on internal credit risk models.

As noted above, the basis of the market risk requirements is 
a risk measurement model that estimates the distribution of 
gains and losses on the bank’s portfolio over some future time 
horizon. The market risk capital charge is based on a certain 

percentile of this distribution. In particular, the capital charge 
is based on the 99th percentile loss amount over a ten-day 
future time horizon. This amount represents the maximum 
that the bank could lose over a ten-day period with 99 percent 
probability. Such estimates are often interpreted as measures of 
the degree of risk inherent in a bank’s portfolio, since they 

reflect the portfolio’s potential for future losses.
A regulatory capital requirement for credit risk could be 

based on the output of credit risk models in a similar fashion. 
Just as in the market risk setting, the capital charge could be 

based on a particular percentile of this loss distribution over a 
given time horizon. These parameters would differ from those 
used in the market risk capital framework, for reasons that are 
discussed below. Nonetheless, the basic structure of the 
framework—a capital requirement based on a statistical 

estimate of the distribution of future gains and losses on the 
bank’s positions—could be applied to credit risk exposures.

As in the market risk setting, the IM framework for credit risk 
could have three general components: a set of prudential 
standards defining the risk estimate to be used in the capital 
charge, a set of model standards describing the elements that a 

comprehensive credit risk model would incorporate, and 
validation techniques that could be used by supervisors and banks 
to ensure that model estimates are reasonably accurate and 
comparable across institutions. These three general components 
could be specified in a variety of ways, and the discussion that 
follows generally highlights a range of alternatives. The goal of 

the discussion is to provide a sense of the features that an IM 
approach to regulatory capital would likely incorporate and to 
raise issues requiring further analysis and comments.

Prudential Standards

The first component of an IM regulatory capital regime would 
be a set of prudential standards intended to establish the basic 
degree of stringency of the capital charge. As such, these 
standards would be specified by the supervisor to ensure that 

the regulatory capital requirements provide a suitable degree of 
prudential coverage and would be the same for all banks 
subject to the capital charge. Mirroring the basic elements of 
credit risk measurement models described in the previous 
section, these prudential standards would include the 
definition of loss, the planning horizon, and the target loss 

percentile. Each of these elements is discussed below.

Definition of Loss

As noted, the first step in specifying a credit risk model is to 
determine the definition of loss and the planning horizon. 
Similarly, in constructing a minimum capital requirement 
based on internal models, the first step would be to specify 
supervisory standards for these concepts. In particular, an IM 

approach to regulatory capital would need to specify whether 
the minimum capital requirement would be based on a default 
mode or multistate loss concept and the horizon over which 
these losses would be measured.

Perhaps the most appealing approach 

would be to base an internal-models 

regime on a multistate loss concept, 

because it takes account of the probability 

of changes in credit quality as well as the 

probability of default.
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From a prudential perspective, the two standards are linked, 
since there is something of a trade-off between the length of the 
planning horizon and the definition of loss. Specifically, longer 
planning horizons appear appropriate for the default mode 
approach since the impact of defaults that occur beyond the 

end of the planning horizon is ignored. Conversely, somewhat 
shorter planning horizons may be acceptable in a multistate 
paradigm because some of the impact of these long-term 
defaults is captured by credit rating downgrades.

Perhaps the most appealing approach would be to base an 
internal-models regime on a multistate loss concept, because it 

takes account of the probability of changes in credit quality as 
well as the probability of default. This approach is appealing 
because it recognizes economic gains and losses on the credit 
portfolio and, from a supervisory perspective, it holds the 
promise of requiring additional capital for credit weaknesses 
well in advance of their full development as losses. In addition, 

this approach is consistent with the growing tendency of many 
of the largest banking institutions to treat credit risk as 
something that can be traded and hedged in increasingly liquid 
markets. These considerations suggest that a multistate loss 
definition would be the soundest basis for a regulatory capital 
regime based on internal credit risk models.

Nonetheless, this choice would raise some issues that are 
worth noting. The most significant of these is that many models 
currently used by banks incorporate a default mode approach, 
which means that these models would have to be changed—and 

in some cases, entirely reconstructed—to be eligible for 
regulatory capital treatment. In addition, default mode models 
correspond in straightforward ways with the book value 
accounting used by many financial institutions, while multistate 
models are more consistent with market-value accounting. 

Thus, although some evidence suggests that the trend in the 
industry is moving away from default mode models and toward 
multistate approaches, the question remains whether a 
regulatory standard based on a multistate approach would place 
a significant burden on banks or whether it would merely 
provide them with the incentive to move more quickly in the 

direction that they were already going.

Planning Horizon

As indicated above, the choice of a supervisory planning 
horizon is very much linked to the definition of loss. We have 

argued that a multistate loss definition that recognizes changes 
in credit quality short of default would provide the soundest 
basis for an IM capital regime for credit risk. Given this choice, 
we now consider several alternative planning horizons, 
including a fixed horizon of one year, a fixed horizon of more 
than one year, and a “lifetime” horizon that would cover the 

maturity of credits in a bank’s portfolio.
At one end of the spectrum, a lifetime horizon would be 

consistent with the conceptual approach to a traditional 
banking book in which credits are held to maturity.6 By looking 
over the full maturity of positions in the portfolio, the potential 
for all future losses would be captured by the capital 

requirement. In that sense, the lifetime assumption can be 
interpreted as requiring that capital be sufficient to ensure that, 
with a certain probability, the bank will be able to absorb any 
and all losses, even if it is unable to raise additional capital or to 
mitigate its troubled credits.

For this reason, the lifetime horizon would provide a very 

high degree of comfort that capital would be able to withstand 
quite significant negative credit events. However, the lifetime 
horizon approach is at odds with the modeling techniques in 
current use by most practitioners. In addition, the “buy and 
hold” portfolio management assumption might be excessively 
conservative in an environment in which credit risk is 

increasingly liquid. It seems likely, for instance, that even in 
stressful market situations, banks would have some ability to 
manage their loss exposures or to raise additional capital.

An intermediate approach to the loss horizon question 
might be to use a fixed horizon of several years. Since it can take 
two to three years (or longer) to work through the effects of a 

credit cycle, a fixed horizon of more than a year might be 
appropriate from a prudential perspective. However, few 
models currently incorporate a horizon of more than one year, 
so the benefits of increased prudential coverage would have to 
be weighed against the costs of altering the modeling approach 
most commonly used by banks.

For a variety of reasons, a fixed one-year horizon may 
represent the most workable balance between prudential 
concerns and practical considerations about modeling 
practice. As noted above, the multistate setting reflects the 
possibility of defaults beyond one year through credit 
downgrades during the year. Further, a one-year horizon may 

be sufficient for banks and supervisors to begin to respond to 
emerging credit problems. Finally, this horizon is consistent 
with market practice, and is the most commonly used 
approach in the industry. Thus, adopting a one-year horizon 
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for regulatory capital purposes would be least disruptive to 
current modeling practice. This consideration—along with the 
fact that reasonable theoretical arguments can be constructed 
for different holding period assumptions—suggests that a one-
year standard may be the most pragmatic approach.7

Target Loss Percentile

Along with the definition of loss and the planning horizon, the 
target loss percentile is one of the key prudential parameters of 
an internal-models-based regulatory capital regime. As in the 
market risk setting, the capital charge could be calculated based 
on the level of losses at a specified percentile of the loss 
distribution, minus the expected loss.8 The specified percentile 

should be chosen so that, in conjunction with other 
parameters, the capital charge would provide the level of 
prudential coverage desired by the supervisory authorities.9

A number of considerations would apply in determining the 
appropriate target loss percentile. First, since the purpose of 
regulatory capital requirements is to ensure that banks hold 

sufficient capital to withstand significant losses, it seems 
reasonable to expect that the target loss percentile would be 
fairly high. For instance, those banks that use credit risk models 
for internal capital allocation purposes tend to pick target 
insolvency rates consistent with senior debt ratings in the mid- 
to-high investment-grade range. Historical data suggest that 

annual insolvency rates associated with such bonds are less 
than 1 percent, implying a target percentile above the 99th.10 
This example suggests that one approach to determining a 
target percentile is to consider the desired public debt rating for 
large banking institutions.

While safety concerns may suggest setting a very high target 

percentile, other considerations offset this incentive to some 
degree. First, the capital guidelines are meant to be minimum 
regulatory standards, and banks would almost certainly be 
expected to hold actual capital amounts higher than these 
minimums.11 If this is the case, then it would be desirable to 
establish regulatory minimum capital requirements that are 

lower than the internal capital amounts that safe and prudent 
banks choose to hold.12 This consideration suggests selecting a 
somewhat lower percentile of the distribution, perhaps one 
associated with the minimum public debt rating consistent 
with a bank’s operating in a safe and sound manner.

There may also be practical reasons to consider selecting a 

somewhat lower target percentile. Foremost among these are 
validation issues. Since we observe losses associated with these 
high percentiles very infrequently, selecting a very high percentile 
as the supervisory standard may exacerbate the already difficult 

task of model validation. One possibility might be to base the 
regulatory capital requirement on a less extreme value of the 
PDF—for instance, the 90th percentile—that could be validated 
more easily and to adjust this figure upward if there is concern 
about whether the resulting capital charge was stringent enough. 

While this approach has certain intuitive appeal, establishing a 

scaling factor that would accurately translate a lower percentile 
loss estimate into the higher percentile desired for prudential 
reasons would require making parametric assumptions about the 
shape of the tail loss distribution. Given the lack of consensus 

among practitioners and researchers on this issue, as well as 
possible variation in the loss distribution across different types of 
credit portfolios, establishing an appropriate scaling factor could 
be a difficult task. In addition, there are important questions 
about whether the ability to validate model estimates would be 
meaningfully improved even using comparatively low percentiles 

of the loss distribution.13

Model Standards

Portfolio credit risk models would have to meet certain 
regulatory standards to be judged by supervisors as sufficiently 
comprehensive to be used for capital calculations. Given the 
current rapid state of evolution of these models, these standards 
should not be highly restrictive. That is, they should not require 
specific mathematical approaches or the use of particular 

“approved” models, since at present there is little basis for 
concluding that one specific approach to credit risk modeling is 
uniformly better than all others in all situations. Such 
requirements either would impede future modeling advances or 
would require frequent revision of regulatory standards to 
encompass innovations and advances in modeling.

As an alternative to a regulatory framework based on 
specific modeling restrictions, conceptual standards could be 
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developed that would require banks subject to an internal-
models capital requirement to develop and use a comprehensive 
credit risk model. Flexibility could be permitted in how the 
concepts are incorporated within any given model, subject to a 
supervisory review and approval process to ensure that the model 

was sufficiently comprehensive. Supervisors could work with the 
industry to develop sound-practice guidance, which could be used 
when assessing banks’ models to make certain that models and 
assumptions fall within an acceptable range. This approach might 
result in a degree of disparity across banks; however, some 
disparities may be desirable if they reflect legitimate differences in 

how individual banks choose to model the risk factors that are 
most important to their business mix.14 As long as banking 
supervisors can verify that a bank’s choices are reasonable and that 
model parameters have a sound empirical basis, conceptual 
standards could strike a balance between ensuring comparability, 
on the one hand, and facilitating continued model improvement 

and innovation, on the other.
The rest of this section considers how modeling standards 

might address the conceptual elements that characterize 
comprehensive portfolio credit models as outlined earlier. The 
discussion covers the key elements of robust credit risk modeling 
to indicate a potential starting point for regulatory modeling 

standards. Conceptual standards for comprehensive models 
would have to cover two major areas: model structure and general 
data requirements related to parameter estimation and to the way 
in which portfolio structure is captured within the model.

Standards for Model Structure

Comprehensive credit risk models account for variation in and 
correlation between losses from individual credits, borrowers, 

or counterparties. This can be accomplished in a variety of 
ways, but in general terms it entails accounting for variation 
due to three key modeling elements: transition probabilities, 
credit exposures, and asset revaluation. Structural modeling 
standards would have to address all three areas.

Transition probabilities: In one way or another, 

comprehensive models incorporate the probability that any 
given position might have migrated to a different credit quality 
state at the planning horizon. In a default mode framework, 
this requires an assessment of the probability of default, while 
in a multistate framework, the model must capture the 
probabilities of credits moving from one credit state or risk 

category to any of the others. At a minimum, standards would 
require that models used for regulatory capital do this.

However, transitions between credit quality states are 
correlated to some extent across borrowers. Structural 

modeling standards would have to address the extent to which 
models should recognize this fact. A requirement that models 
incorporate this type of correlation should not pose a 
significant hurdle for most banks, because few if any models 
assume that variation in credit quality is independent across 

borrowers. This is hardly surprising, since a model that made 
such an assumption would fail to capture one of the most 
important influences on risk in a credit portfolio. A standard 
probably would also require that the relevant correlations be 
based on empirical analysis, although in some cases a more 
judgmental process might be warranted.

Credit exposures: Uncertainty in credit exposures at the 
horizon may stem from direct dependence on market prices or 
rates, such as counterparty credit risk exposures under 
derivatives contracts. It also may arise for other reasons, as in 
the case of lines of credit and standby letters of credit that 
depend on actions of borrowers that are generally beyond a 

bank’s control. Because the size of credit exposures has a first-
order effect on measured credit risk—for example, a 20 percent 
increase in exposure generally leads to a 20 percent increase in 
the risk estimate—standards for comprehensive models would 
have to specify an approach to recognizing this uncertainty.

At a minimum, a regulatory standard could require models 

to recognize that exposures can change, perhaps by making 
“stress case” assumptions about exposures at the end of the 
planning horizon. An example of such an approach would be 

to assume that all credit lines will be completely drawn down, 
or that derivatives will have exposures equal to some high 
percentile of their potential future values. In the near term, a 
realistic and adequate regulatory standard might simply 

require that models incorporate deterministic changes in 
exposures according to credit quality states, but a more 
complete alternative would be to incorporate an element of 
random variation in exposures.15

For positions that involve derivatives or that otherwise 
depend to a material extent on market factors, standards likely 

would require integrated models of market movements and 
credit exposures. Especially in such cases, banks’ credit risk 
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models should reflect not only the uncertainty in future 
exposures, but also the potential correlation of exposures 
across credits. For example, a bank’s counterparty exposures 
from derivatives contracts that are linked to a common market 
price will certainly be correlated, and this correlation should be 

captured in exposure estimates. This is an area in which 
modeling practice is developing rapidly, and fairly rigorous 
regulatory standards likely would be appropriate.

Asset revaluation: An integral part of any credit risk model is 
revaluing various credit exposures as they migrate across credit 
quality states. As noted in the prior section, in multistate models 

this process of asset valuation consists of revaluing positions 
according to their credit quality and the general market conditions 
expected at the end of the planning horizon, generally by using 
market credit spreads to discount contractual payments.

Standards for comprehensive models should require banks 
to capture not only the expected change in value as positions 

migrate across credit quality states, but also the impact of the 
uncertainty around these changes. Thus, using a market-based 
but fixed-term structure of credit spreads would be inadequate. 
Incorporating deterministic changes in credit spreads, perhaps 
based on the forward spreads implied in the yield curve, is 
more sophisticated but still does not capture the effects of 

uncertainty. Thus, modeling standards might require that 
volatility in market credit spreads and correlations between 
changes in these spreads be explicitly incorporated into 
revaluations due to migration across credit quality states.

Default states often are treated separately, with revaluation 
based on the fraction of the exposure that ultimately will be 

recovered. Recovery rates vary by facility type, across industries, 

and across countries. However, they also vary uncertainly with 
conditions in asset markets, and standards for comprehensive 
models probably would require banks to incorporate this source 
of uncertainty.16 An important question in setting model 

standards is whether models should be required to capture 
correlations among recovery rates in addition to variation, and, if 
so, what sort of standards can reasonably be established to ensure 
that these correlations are adequately captured.

Other aspects of correlation: As noted above, cross-credit 
correlations are important within each of the three dimensions 
of transition probabilities, exposures, and revaluation. 
However, there can also be important correlations across these 
dimensions. For example, the same factors that cause a 

borrower to transition to an inferior credit quality state might 
also cause an increase in the draw on a line of credit and a 
simultaneous decline in the value of collateral assets. In that 
case, all three dimensions of credit uncertainty are correlated.

Capturing these types of correlations is an area in which credit 
risk models have made limited progress. To date, most credit risk 

models assume that most of these correlations are zero. Model 
developers sometimes assert that such assumptions are 
appropriate because the correlations either are relatively 
unimportant or are impractical to model. Further exploration of 
such assertions would be necessary to ensure that these 
assumptions are reasonable. Standards for comprehensive models 

could require banks to either estimate and incorporate the relevant 
correlations or demonstrate convincingly that they are not 
material. This would likely present a significant hurdle, given the 
current state of model development.

Thus far, this section has outlined a qualitative standard 
requiring a model to capture correlations both within and 

across each of the three dimensions of transition probabilities, 
exposures, and revaluation. As noted earlier, nearly all models 
assume that these correlations are driven by one or more risk 
factors that represent various influences on the credit quality of 
the borrower. The assumptions about the statistical process 
driving these risk factors determine the overall mathematical 

structure of the model and the ultimate shape of the PDF. As 
such, a comprehensive models standard would need to address 
the underlying distribution of these risk factors.

Although it might be desirable to develop a specific standard 
for the distribution of the risk factors, differences in model 
structure again make it difficult to establish minimum 

requirements that would be broadly applicable. Given the 
importance of these embedded assumptions, the development 
of such standards may be one of the most important hurdles 
that banks and supervisors will need to clear before an IM 
approach for credit risk could be implemented. At a minimum, 
as an alternative, supervisors would need to address the 

calibration and statistical process driving these risk factors in 
sound-practice guidance.

Standards for Data and Estimation

Data requirements may pose some of the most significant 
implementation hurdles for an IM capital adequacy regime.17 
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Two major categories of data are required for models-based 
capital calculations. First, the credit portfolio must be 
characterized in some consistent way, appropriate to the model 
being used. That is, the portfolio structure must be captured. 
Second, any model relies on certain parameter estimates, 

typically computed from empirical observations, 
corresponding to the conceptual dimensions described above. 
These parameter estimates tailor the more general conceptual 
model of credit risk to the specific operating environment of a 
bank. This section discusses some general issues related to data, 
for both portfolio structure and parameter estimation, and the 

types of regulatory standards that might be appropriate for this 
aspect of credit risk modeling.

Portfolio structure: In a comprehensive credit risk model, 
the two most important aspects related to portfolio structure 
are that the portfolio be appropriately segregated by credit 
quality and that all material exposures be accounted for. The 

nearly universal approach within the industry for 
characterizing credit quality is to assign each exposure a 
numerical rating along a continuum of risk grades that divides 
the exposures into various categories according to credit risk. A 
number of different approaches are used in practice, based on 
some combination of external agency ratings, market and 

financial statement data, and other information. In marked 
contrast to market risk models, banks use internal analysis and 
private, proprietary information on relevant borrower and 
counterparty characteristics to determine how exposures are 
included in credit risk models. Sound practices in the area of 
internal credit risk rating have been evolving rapidly. Whatever 

approach a bank uses, the overall quality of the credit risk 
modeling effort depends heavily on the quality of the rating 
process. Thus, a comprehensive credit risk model must be 
based on a rating process that is sound and rigorous and that 
incorporates all relevant information, both public and 
proprietary. Standards in this area are the subject of ongoing 

efforts by regulatory and industry groups.
Aside from being based on a rigorous credit rating system, a 

comprehensive credit risk model must capture all material 
credit exposures and incorporate them appropriately in the 
calculations. This process would start with identifying which 
positions within a bank’s portfolio were subject to the credit 

risk capital charges. The current regulatory capital structure 
separates positions into those subject to market risk capital 
standards and those subject to credit risk standards, primarily 
on the basis of whether a position is held inside or outside of a 
bank’s trading account. Thus, a clear delineation between the 
banking and trading books would be necessary to prevent 

“regulatory arbitrage” intended to minimize regulatory capital 
requirements by inappropriately shifting positions across 
books. Of course, such incentives exist even in the absence of an 

IM approach to credit risk, and supervisors have developed 
guidance to govern the treatment of various types of positions. 
To the extent that the incentives to engage in such regulatory 
arbitrage are heightened under an IM regime, supervisors 
could refine this guidance to ensure that it limits the 

opportunity for banks to shift positions solely to benefit from 
reduced capital requirements.

Once the positions subject to the credit risk capital 
requirements have been identified, regulatory standards would 
require institutions to demonstrate that their information 
systems consolidate credit exposure data globally, with any 

omissions immaterial to the overall credit risk profile of the 
institution. For completeness, the structural data would have to 
capture the flow of new credits into each rating category, the 
elimination of any retiring credits, and the migration of existing 
credits into other rating categories. That is, initial ratings should 
be updated periodically to reflect the current financial condition 

of borrowers or counterparties. In addition, the model should 

aggregate all material exposures for each borrower, so that a 
consolidated exposure estimate is produced.

Parameter estimates: Parameter estimation gives rise to some 
of the most significant data issues in constructing a 
comprehensive credit risk model. Estimation techniques often 

are unique to a particular model, so again the standards must 
be conceptual rather than specific. However, banks would be 
expected to explain and justify estimation methods to bank 
supervisors and to provide sufficient support—such as 
literature citations, technical documents, and access to 
developers—to make possible a rigorous assessment of the 

parameter estimation methodology.
Data sources vary by type of parameter. Data on transition 

probabilities may come from a bank’s own credit migration 
experience. In contrast, parameters that reflect state values 
and their variations generally are based on market credit 
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spread data, estimated from historically realized values on 
asset sales for certain types of assets, or based on recovery 
rates for assets in default. Whatever the specific data used to 
calibrate the parameters, regulatory standards likely would 
reflect three general principles. First, the data should be 

drawn from a historical period that reflects a wide range of 
potential variation in factors related to credit quality, thereby 
providing adequate historical coverage. Second, the data 
should be applicable to the specific business mix of the bank. 
Third, the data should reflect consistent definitions of default 
or of relevant credit-state transitions.

With regard to historical coverage, a comprehensive 
approach would require that the data, in combination with 
the model structure, be sufficient to reflect credit cycle effects. 
To achieve that, regulatory standards likely would require a 
historical window that encompasses a period sufficiently long 
to capture defaults and downgrades that were at various times 

both high and low by historical standards. Specific 
requirements may vary depending on the asset type, 

geographic region, or product market in question, since 
different products and markets experience cycles at different 
times and with different frequencies, but an adequate window 

would almost always span many years.
With regard to bank-specific applicability, regulators 

probably would expect a bank to be able to demonstrate that 
the data used to estimate model parameters are appropriate for 
the current composition of its portfolio. For example, data 
from U.S. corporations might not be appropriate for use in 

models that cover exposures to European or Latin American 
borrowers. Similarly, transition probabilities or state-valuation 
estimates based on national level data might be inappropriate 
for institutions with loan portfolios that contain highly specific 
regional or industrial concentrations.

At least in the near term, banks and supervisors are likely to 
face a trade-off between the dual requirements of data 
applicability and coverage of the historical window. Using a 
bank’s own internal data generally solves the applicability 
problem, as long as any significant historical changes in the 

bank’s business profile are addressed and provided the bank 
has experienced a sufficient number of defaults and losses to 
produce reasonably accurate parameter estimates. However, at 
present it appears that few banks can construct an adequate 
data history based on internal data. Alternatively, banks could 
use vendor-provided or public data—for example, data from 

publicly traded bonds—or pooled data from a group of peer 
institutions to estimate parameters. Since historical data of this 
type are more readily available, issues related to sample period 
and coverage of the credit cycle can be addressed more easily, 
but demonstrating that the results are applicable to a specific 
bank’s business mix becomes more difficult.

Finally, parameter estimates should be based on common 
definitions of default or, in a multistate framework, common 
definitions of credit-state transitions. Inconsistency in the data 
used could lead to highly erroneous estimates. It may be 
particularly important to ensure that the data used for default 
probabilities and associated losses-given-default reflect consistent 

definitions. For example, if default probabilities calculated from 
publicly traded bond data were combined with loss-given-default 
figures from internal bank data on nonaccrual loans, the resulting 
estimates of risk could be seriously understated, owing to the 
less severe credit events defined as “default” in the internal 
data. This type of definitional issue also may be especially 

problematic when data are drawn from multiple bankruptcy 
regimes, as is generally the case for international data.

Validation

The third component of an IM capital regime concerns 
supervisory model validation, that is, the process of ensuring that 
the model is implemented in a rigorous way.18 As in the 
discussion of the structure of an IM capital regime for credit risk, 
it is useful to begin this discussion by recalling the validation 

approaches applied in the market risk setting. The market risk 
validation approach relies on a combination of qualitative 
standards and statistical testing. The qualitative standards 
address the internal controls and procedures surrounding the 
design and operation of the models used for regulatory capital 
purposes, focusing on issues such as the need for an independent 

risk management function, regular risk reporting to senior 
management, and periodic independent audits of the model. In 
addition to the qualitative standards, supervisory validation also 
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involves statistical testing of the output of the market risk 
measurement models, or so-called back-testing. Back-testing is a 
way of assessing the accuracy of a model’s estimate of the target 
percentile of the loss distribution—the 99th percentile in the case 
of the market risk capital charge—through a comparison of the 

actual gains and losses on the trading portfolio with the risk 
estimates supplied by the model.

Against this background, the supervisory validation process 
can be viewed as comprising the following two elements. The 
first is the development of sound-practice guidance for the 
structure and implementation of credit risk management 

models. This guidance would consist of a largely qualitative 
description of the current state of the practice in credit risk 
measurement, covering both technical aspects of model design 
and estimation and qualitative standards for the risk 
management environment. The technical aspects of model 
design would cover the elements of a comprehensive credit risk 

model, as indicated above, while the qualitative standards 
would focus on the policies and procedures used by the bank in 
its risk management activities. A key element among these 
policies and procedures would be a “use test” to ensure that any 
model used for regulatory capital purposes is in fact an integral 
part of the bank’s risk management structure.

The second element of the supervisory validation process is 
the use of quantitative testing to detect systematic biases in 
model results. Unlike in the market risk setting, formal back-
testing of credit risk model results is not feasible because of the 
length of a typical credit cycle and the resultant limited number 
of independent observations of actual outcomes.19 As a result, 

model validation in the credit risk setting will likely have to 
draw on a combination of tests, at least until more internal data 
become available and more robust statistical methodologies are 
developed. These tests could consist of both work that banks 
have done internally as part of model design and upkeep (for 
example, sensitivity tests of key parameters) and supervisory 

tests intended to identify systematic differences across banks in 
model outputs (for example, “test portfolio” exercises). Finally, 
public disclosures about model design, estimation, and output 
are another way to bring scrutiny to the models used by banks 
for capital purposes. All of these elements together are intended 
to provide both supervisors and the banks themselves 

assurance that any model used for regulatory capital purposes 
is theoretically sound and properly implemented.

Sound-Practice Guidance

The purpose of sound-practice guidance would be to 
describe in more detail the various elements that supervisors 

would consider when evaluating internal models used for 
regulatory minimum capital calculations. In some cases, 
guidance would describe standards that any model should 
meet to be considered accurate. In other cases, guidance 
would serve to reflect the range of practice found at banks 

with more advanced approaches to modeling. Guidance on 
sound practices would be dynamic and change over time to 
reflect the then-current state of the practice in credit risk 
modeling, providing both supervisors and banks with a 
benchmark against which to assess a particular model’s 
structure and implementation. In particular, since credit 

models will almost inevitably incorporate a certain degree of 
management judgment—for instance, simplifying 

assumptions about correlations or other parameters, the use 
of less-than-perfect data to calibrate model parameters, or 
assumptions about the distribution of aggregate losses—the 
guidance could provide a way of assessing these assumptions 

against the range of current practice.
Within the supervisory process, there is growing emphasis 

on qualitative reviews of banks’ methods for measuring, 
managing, and controlling their risk exposure and the 
implications for capital adequacy.20 A key part of any sound- 
practice guidance would be qualitative standards for the risk 

management environment. Supervisors have developed 
significant experience using qualitative sound practice 
standards to assess banks’ risk management processes in the 
context of market risk. Finally, the upcoming revisions to the 
Basel Accord will likely incorporate a greater reliance on banks’ 
internal risk rating systems in assessing regulatory minimum 

capital requirements. The experience gained by both banks and 
supervisors in implementing the revised Basel Accord has the 
potential to provide important insight into the development of 
qualitative standards and for validation more generally.

Building on the precedent of the market risk amendment to 
the Basel Accord, banks’ use of portfolio credit models for 

regulatory capital purposes would be contingent upon their 
meeting a series of qualitative standards aimed at ensuring that 
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the models used are sound and implemented with integrity. 
Qualitative standards aimed at aligning banks’ risk manage-
ment techniques with supervisory safety and soundness 
objectives could include:

• compliance with a documented set of internal policies, 
controls, and procedures concerning the operation of 
the credit risk measurement system

• an independent risk control unit responsible for the design 
and implementation of the bank’s credit risk model

• a regular independent review of the credit risk model as 
part of the bank’s own internal auditing process, either 
by internal or by external auditors.

Finally, the qualitative guidelines should incorporate a “use 
test” to ensure that any model used for regulatory capital is 
closely integrated with the ongoing credit risk management 
process of the bank. In particular, the model’s output should be 
an integral part of the process of planning, monitoring, and 

controlling the bank’s credit risk profile. For instance, the model 
might be used in conjunction with internal credit exposure 
limits, capital and portfolio allocation decisions, or pricing. All of 
these uses suggest that a bank would have significant incentives 
to invest sufficient resources in model development and 
maintenance to ensure that the model is producing reliable risk 

estimates. Just as in the IM approach for market risk, where a use 
test is one of the key elements of the qualitative guidelines, such 
tests could help to provide discipline in the credit risk setting.

Quantitative Testing

Aside from ensuring that a model meets sound-practice 
standards, supervisory validation could include empirical 
testing of the model’s inputs and results. Given the short-

comings of formal back-testing of model results, quantitative 
testing in the credit risk setting is likely to rest on independent 
review of model parameters such as expected default 
probabilities, loss given default, and exposure estimates; 
sensitivity analysis of key parameter estimates; stress testing of 
model results; and test portfolio exercises intended to identify 

possible systematic biases in model outcomes across banks.21

These elements provide a possible roadmap for 
quantitative testing for model validation, but considerable 
work would be required to implement these ideas in an 
effective way. With the exception of the test portfolio 
exercises, this quantitative testing would most likely build 

on the work done by the banks themselves as part of their 
internal-model development and maintenance procedures. 
That is, the first step in a supervisory review of a bank’s 
credit risk model should be the review of the bank’s own 

work papers documenting the tests done by the model 
builders and by the bank’s internal or external auditors to 
calibrate and test the model.

To support this process, supervisors could develop sound- 
practice guidance on the types of tests that banks would be 

expected to perform as part of developing and maintaining 
their credit risk models. For instance, testing could include 
sensitivity analysis—that is, analysis of the sensitivity of the 
model results to changes in parameters and key assumptions. 
Sensitivity analysis allows management to probe the 
vulnerabilities in a model that arise from its structure, use of a 

particular type of statistical technique, or limitations in terms 
of historical observations. This analysis might include 
demonstrating the impact on the model’s output and resulting 
capital charge from changes in recovery rates, correlations, and 
credit spreads. In all cases, banks would likely be expected to 
maintain adequate documentation to permit a rigorous review 

of model development and testing.
This list is not intended to be exhaustive, because these 

tests would by neccessity be somewhat model-specific. 
However, there are likely to be a general range of parameters 
and assumptions that banks could be expected to examine. 
Where the analysis indicates that particular parameters and 

assumptions have a significant impact on the model results, 

the sensitivity analysis should yield a thorough understanding 
of the impact of changes.

Another important benchmark against which supervisors can 
assess the reasonableness of a bank’s modeled capital 
requirement is stress testing. Stress testing is an important 
element of the modeling and risk management process that can 

help ensure that potentially large portfolio losses are not hidden 
by overly optimistic or simplistic assumptions. While stress 
testing is far from a perfect validation tool, it can provide 
important information about the impact of unlikely but 
potentially damaging events that could result in very large losses 
in a bank’s credit portfolio.

The key, of course, is identifying a meaningful range of stress 
scenarios and accurately assessing their likely impact on the 

While stress testing is far from a perfect 

validation tool, it can provide important 

information about the impact of unlikely 

but potentially damaging events that 

could result in very large losses in a bank’s 

credit portfolio.
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credit portfolio.22 These stress scenarios could involve actual 
historical events; simulated increases or decreases in the model’s 
transition probabilities, volatilities, or correlations; or a 
widespread deterioration in credit quality. As challenging as 
identifying meaningful stress scenarios might be, the lack of 

historical data and the inability to back-test model results make 
stress testing an important and independent indicator 
supervisors can use for gauging the reliability of the modeling 
process and the appropriateness of the resulting capital charge. 
As such, it is an important tool in the arsenal for the evaluation 
of credit risk models.

Beyond the testing done by the bank, supervisors may want 
additional verification that the model output is reasonable. 
However, the absence of back-testing requires that supervisors 
rely on other tools to help them evaluate the output of a bank’s 
credit risk measurement model and to serve as a foundation for 
dialogue and discussion with the bank. Possible tools include 

supervisory stress tests, the use of test portfolios, and 
supervisory use of vendor-provided models.

Public Disclosure of Model Specifications

Another approach to model validation, somewhat different 
from the supervisory processes described above but possibly 
complementary to them, would be to require all banks using 
internal models for regulatory capital purposes to disclose 

publicly full documentation of the model’s mathematical 
structure, key assumptions, and parameter estimates.23 The 
purpose of such disclosure would be to expose the bank’s 
model to the discipline of public scrutiny. This scrutiny could 
aid the supervisory validation process by providing 
independent assessments of a bank’s model by market 

practitioners and interested academics. In addition, it could 
improve modeling practices for the industry as a whole by 
ensuring that the latest modeling innovations were quickly 
disseminated to all practitioners.

While the benefits of such disclosure could be substantial, 
they would depend on the ability of supervisors and banking 

institutions to establish a workable disclosure framework. In 
principle, this could be accomplished through regulatory 
disclosure requirements, though these could be difficult to 
define in view of the wide variety of models and the continuing 
rapid evolution in industry practice. Alternatively, disclosures 
could be assessed through the supervisory review process to 

ensure that key elements of model structure and design were 
being accurately portrayed. The benefits of public disclosure 
would also have to be weighed against their potential costs, 
including the possibility that mandatory disclosure would 
undercut banks’ incentives to develop new and innovative 

modeling practices, since they would have to share the benefits 
of any innovations with their competitors.

Summary and Conclusions

In this article, we have attempted to lay out the issues that would 
have to be addressed in creating a regulatory minimum capital 
requirement based on the output of banks’ internal credit risk 
models. Using the current market risk capital requirements as a 

guide, we identified three basic components of an IM credit risk 
capital charge: prudential standards defining the risk measure to 
be used in the requirement, modeling standards describing the 
essential components of a comprehensive credit risk model, and 
validation standards governing the techniques used by banks and 
by supervisors to ensure that the models are conceptually sound 

and reasonably accurate. An important consideration in 
specifying standards in these three areas would be to balance the 
desire for flexibility and innovation in modeling practice, on the 
one hand, with the need to ensure that the capital charge is 
conceptually sound, empirically accurate, and reasonably 
comparable across banks, on the other.

This article is not intended to be a policy proposal. Instead, 

our goal is to stimulate discussion among financial institutions, 

supervisors, and other interested parties about the many 

practical and conceptual issues that would be involved in 

structuring a workable IM regulatory capital regime for credit 

risk. The Basel Committee is in the process of revising regulatory 

capital standards, and a key factor in considering any IM 

regulatory capital regime will be the experience of both 

supervisors and financial institutions with these new, more risk-

sensitive standards. For these reasons, the discussion above 

should be interpreted as an initial step in trying to establish some 

general principles that could guide the ultimate formation of an 

IM approach to regulatory capital rather than any kind of 

definitive statement of what such an approach would look like.

As our discussion suggests, the challenges in developing an 
IM framework would be significant, both for banks and for 

supervisors. These challenges involve the further technical 
development of the credit risk models used by financial 

institutions, the accumulation of improved data sources for 
model calibration, and the refinement of procedures used by 
banks and supervisors to validate the accuracy of the models’ 

risk estimates. In addition, a variety of detailed implementation 
issues would have to be worked out (see the appendix for a 
discussion of these points). Our hope is that this article will 

represent a constructive step in identifying the most important 
of these many issues and in helping to determine the feasibility 

of an IM approach for credit risk.
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A number of issues not discussed in this article would have to 
be addressed before an internal-models-based (IM) approach 
to regulatory capital for credit risk could be implemented. 
These issues include:

• Loan loss reserves and expected loss: A capital charge 
based on unexpected losses raises important issues 
concerning the role and definition of loan loss reserves. 
Recall that unexpected losses equal losses at the target 
percentile minus expected losses. Therefore, if loan loss 
reserves fall short of expected losses, the total resources 
available to absorb losses—reserves plus capital—will 
not be sufficient to provide protection at the desired 
soundness standard. Unfortunately, there is no necessary 
correspondence between the accounting definition of 
loan loss reserves and the concept of expected losses 
from a credit risk measurement model. Thus, over the 
longer run, basing a regulatory capital charge on 
unexpected losses may require a rethinking of the 
treatment of loan loss reserves.

• Eligible institutions: The set of institutions subject to an 
IM capital requirement will most likely be defined by the 
minimum standards that are developed. Initially, only a 
small set of banks would likely have models that were 
sufficiently well-developed; many banks currently 
employ default mode models and few, if any, fully 
capture the correlation between risk drivers such as the 
potential correlation between defaults and recovery 
rates. Over time, however, the set of institutions with 
comprehensive credit risk models is likely to grow as 
modeling expertise disseminates through the industry, 
as data sources become more readily available, and as the 
competitive incentives for institutions to manage their 
credit risk exposures in a more active way intensify.

• Scope of application: An important issue is whether an 
IM capital requirement could be designed to cover all of 
a bank’s credit exposures, or only those in selected 
portfolios (for instance, large commercial loans). The 
models discussed in this article are applied primarily to 
commercial lending portfolios, while other portfolios—
such as retail lending—are either covered by models 
whose structures are very different or, occasionally, not 
covered at all. In this situation, it might make sense to 
allow banks to apply an IM capital requirement only to 
those portfolios covered by comprehensive credit risk 
models of the type described here and to use a non-
models-based regulatory capital requirement for other 
portfolios. However, “cherry picking,” or selective 
adoption, is a clear concern if banks are allowed to use 

internal models to determine capital charges for some, 
but not all, of their exposures. That is, a bank may have 
an incentive to model only those portions of its portfolio 
in which capital charges are reduced.

• Scaling factor: The IM capital requirement for market 
risk incorporates a multiplicative scaling factor that is 
intended to translate value-at-risk estimates into an 
appropriate minimum capital requirement, reflecting 
considerations both about the accuracy of a bank’s 
value-at-risk model and about prudent capital coverage. 
There could be a similar role for a scaling factor in an IM 
credit risk capital regime. For instance, given 
shortcomings in data availability, uncertainty 
surrounding the calibration of credit risk model 
parameters (so-called model uncertainty) is a significant 
concern in using these models for regulatory capital 
purposes. More generally, supervisors and banks lack 
long-term experience with credit risk models, a fact that 
creates uncertainty about how the models will perform 
over future credit cycles and during times of financial 
market distress. These concerns could be addressed—
albeit roughly—by scaling up the raw loss figures 
reported by the banks. In this instance, a scaling factor 
might be incorporated when an IM approach is initially 
implemented, and then revisited as both supervisors and 
banks gain experience with the IM regime.

• Frequency of capital calculations: Prudential standards 
would have to specify how frequently banks would be 
required to run their credit risk models and report the 
results to supervisors. Unlike value-at-risk models, 
which are run on a daily basis to assess the market risk in 
banks’ trading activities, credit risk models are run less 
frequently. Monthly runs of the model—where a “run” 
of the model means a new estimate of the PDF of future 
losses incorporating changes in portfolio composition, 
credit ratings, market prices, and parameter updates, 
where warranted—seem a reasonable minimum 
standard in the near term, though over the longer run, 
banks would probably be expected to develop the 
capability to generate fresh model estimates on an even 
more frequent basis (perhaps weekly or biweekly).

Given frequent model results, capital could be based 
on the average of monthly or weekly estimates during the 
quarter. Using an average should mitigate banks’ 
incentives to window dress, as might be the case if the 
capital charge were based on model outputs as of a single 
point in time, such as quarter-end. In addition, averaging 
should smooth short-run volatility in the model 

Appendix:  Practical Implementation Issues
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estimates and ensure that the capital requirement is not 
overly sensitive to short-term anomalies in credit 
markets.

• Parameter updates: A bank using an internal model for 
credit risk capital would also be required to update the 
model’s inputs and parameters with some minimum 
frequency. There are obvious trade-offs between 
accuracy of risk assessment and reporting burden: more 
frequent updating gives regulators and banks more 
confidence in the model results, but may impose a 
greater burden on the banks. Different updating 
schedules may be reasonable for different types of 

parameters and different data sources. For instance, 
many models use market-based credit spreads to revalue 
credit exposures. These spreads should be updated 
frequently, probably more frequently than the full model 
is reestimated, to account for the potentially significant 
variation of spreads over relatively short periods. In 
contrast, state-value estimates based on recovery rates or 
on market prices from asset sales could be updated less 
frequently, as could transition probabilities and 
correlations, although additional work would be 
desirable to confirm the optimal timing. Portfolio 
structure data should be updated at least as often as the 
material is run.
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1. This section draws heavily on a recent Federal Reserve study of the 

structure and implementation of credit risk models at large U.S. 

banking institution (Board of Governors of the Federal Reserve 

System 1998b). For interested readers, this paper contains an in-depth 

discussion of credit risk modeling issues.

2. A discussion of internal risk rating systems is beyond the scope of 

this article. However, since sound-practice standards and guidelines 

for internal rating systems are under active consideration as part of the 

Basel Committee’s efforts to revise capital standards, regulators’ 

expectations regarding such rating systems will become known as part 

of that process. For further discussion regarding internal rating system 

standards, see Board of Governors of the Federal Reserve System 

(1998a). In addition, for information on the range of internal rating 

practices among international banks, see Treacy and Carey (1998) and 

Basel Committee on Banking Supervision (2000).

3. The LGD, sometimes also referred to as the loss in event of default, 

is equal to 1 minus the recovery rate on the defaulted loan.

4. See, for example, Gordy (2000a).

5. See Basel Committee on Banking Supervision (1996) and 

Hendricks and Hirtle (1997) for a full description and discussion of 

the market risk capital requirements.

6.  It is interesting to note that under a lifetime horizon, there is no 

distinction between the multistate and default-mode loss definitions 

since credits will either default or mature over their lifetimes; 

intermediate upgrades and downgrades short of default have no 

impact on the value of credits at the horizon.

7.  One concern that arises in specifying a given planning horizon for 

regulatory capital purposes is that this choice may impede supervisors 

from urging banks to use different planning horizons for internal 

purposes if market best practice evolves over time. In the market risk 

setting, this concern is addressed through a simple scaling approach, 

where capital requirements based on a ten-day standard may be 

calculated with scaled risk estimates based on the one-day horizon that 

is typical for most value-at-risk models. However, the nature of the 

processes underlying credit risk is sufficiently different that this 

approach may not be acceptable. For credit risk, it may be more 

appropriate for supervisors to address such issues through the review 

of banks’ internal capital allocation methodologies (see Board of 

Governors of the Federal Reserve System [1999]). Another alternative 

would be to allow each bank to use a bank-specific planning 

horizon—or even a bank-specific loss definition/planning horizon/

target loss percentile combination—but this approach would 

introduce very significant problems in establishing a consistent 

minimum regulatory capital requirement across banks.

8. Subtracting the expected loss from the specified loss percentile 

reflects the concept that capital is used primarily to cover unexpected 

losses. Regulatory standards would have to ensure that expected losses 

were covered in other ways, such as through loan loss reserves or 

through credit spreads on the pricing of credit extensions. See the 

appendix for a more detailed discussion.

9. As an alternative to value at risk, some have suggested that using the 

“expected tail loss”—that is, the expected loss given that the loss is 

greater than the target percentile—as a measure of risk. See, for 

instance, Gordy (2000b).

10. For instance, the historical insolvency rate on AA-rated bonds is 

about 0.03 percent, implying that a target percentile of 99.97 would be 

required to provide that degree of coverage. A 99.97th target percentile 

would mean that unexpected losses would exceed capital only

0.03 percent of the time.

11. See Estrella (1995) and Basel Committee on Banking Supervision 

(1999b) for a discussion of the role of minimum capital requirements 

in regulation and supervision.

12. Establishing higher regulatory capital requirements than banks 

themselves would select on safety and soundness grounds would 

imply that supervisors were having an inappropriate impact on banks’ 

business decisions. Under the current capital standard, this 

phenomenon sometimes encourages banks to securitize assets when 

regulatory capital requirements exceed what the market demands.

13. For instance, even using a 90th percentile figure, we would expect 

to see losses exceeding this level only once every ten years. Further, 

validation procedures that examine the entire tail of the distribution—

rather than a single point at a given percentile—may prove more 

powerful in identifying models that fail to capture extreme loss 

behavior. In that event, the ability to validate models would depend 

much less on the particular percentile chosen to form the basis of the 

capital requirement.

14. A study by the Institute of International Finance, Inc., and the 

International Swaps and Derivatives Association (2000) highlights not 

only some of the differences that can result from banks’ different 
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modeling choices, but also differences that arise from the calibration 

and implementation of models that are otherwise similar.

15. Asarnow and Marker (1995) present an empirical study of the 

relationship between the use of lines of credit in the event of default 

and borrower credit quality.

16. Frye (2000) highlights the challenges and potential importance of 

incorporating recovery rate uncertainty.

17. See Basel Committee on Banking Supervision (1999a) for a full 

discussion of these hurdles.

18. This section focuses on validation of portfolio credit models. 

Critical validation issues also arise with regard to the mappings of 

individual credits into a given institution’s internal credit grades. As 

indicated above, both banks and supervisors have been devoting 

significant attention to this process in recent years, and considerable 

progress has been made in addressing some of the key issues. See, for 

instance, Basel Committee on Banking Supervision (2000) and Board 

of Governors of the Federal Reserve System (1998a).

19. Lopez and Saidenberg (2000) discuss some of the challenges and 

limitations of back-testing credit risk models.

20. See Board of Governors of the Federal Reserve System (1999) for a 

discussion of banks’ internal capital allocation procedures and Basel 

Committee on Banking Supervision (1999b) for a discussion of 

internal capital as “pillar two” of the proposed revisions to the Basel 

Accord.

21. In a test portfolio exercise, supervisors construct one or more 

standard portfolios, which may be composed of actual or hypothetical 

credit positions, and each bank is asked to produce risk estimates for 

these portfolios using its internal model. The resulting figures are then 

compared across institutions to generate a sense of the range of model 

outcomes and potentially to identify “outliers” whose risk estimates 

fall outside the typical range.

22. Berkowitz (2000) discusses the challenges of establishing a 

comprehensive approach to stress testing.

23. Basel Committee on Banking Supervision (1999b) and Estrella 

(1995), among others, outline the importance of disclosure and 

market discipline as components of banking regulation and 

supervision.
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What Drives
Productivity Growth?

n 1995, the U.S. economy started to experience a strong 
resurgence in labor productivity growth. After growing only 

1.3 percent per year from 1973 to 1995, labor productivity 
growth jumped to 2.5 percent from 1995 to 1999 (see chart).1 
This striking revival has hardly gone unnoticed, with 

academics, policymakers, and the financial press hotly debating 
competing explanations. Some commentators emphasize rapid 
capital accumulation and the recent investment boom, others 
point to deeper factors like fundamental technological change 
in high-tech industries, and still others argue that cyclical 
forces provide the primary explanation.2

This debate about the forces driving the U.S. economy 
mirrors a larger debate between the neoclassical and new 
growth theories regarding the sources of economic growth. 
Economists have long disagreed about this vital question, and 
the recent U.S. productivity revival presents an opportune 
backdrop to review this debate.

In the neoclassical view, broadly defined capital 
accumulation drives growth in the short run, but capital 
eventually succumbs to diminishing returns, so long-run 
productivity growth is entirely due to exogenous technical 
progress. The new growth theory, however, moves beyond this 

unsatisfying conclusion, arguing that productivity growth can 
continue indefinitely without the elixir of exogenous, and 
entirely unexplained, technical progress. Either by avoiding 
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research assistance, and Industry Canada for financial support while the author 
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• Neoclassical and “new growth” theories offer 
alternative explanations for productivity and 
output growth.

• In the neoclassical view, exogenous
technical progress drives long-run productivity 
growth since broadly defined capital
suffers from diminishing returns. In contrast, 
the new growth models yield long-run
growth endogenously, either by avoiding 
diminishing returns to capital or by
explaining technical progress 
internally.

• Despite their differences, both views help
to explain the recent rise in U.S. productivity 
growth. The methodological tools 
developed by neoclassical economists 
provide a means to measure the rate of 
technical progress, while the models of
the new growth economists can provide 
an internal explanation for technical 
progress.

Kevin J. Stiroh

I
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diminishing returns to capital or by explaining technical 
change internally, this framework offers an economic 
explanation for sustained productivity and output growth.

Despite these divergent conclusions, the neoclassical and 
new growth frameworks both contribute to our understanding 

of the growth process. Using traditional neoclassical methods, 
for example, Jorgenson and Stiroh (2000) and Oliner and 
Sichel (2000) show that a combination of accelerating technical 
progress in high-tech industries and the resultant investment in 
information technology (IT) are driving recent productivity 
gains in the United States. This type of neoclassical analysis 

clearly illustrates what happened to the U.S. economy. It 
cannot, however, explain why technical progress accelerated in 
high-tech industries; this is a job left to the new growth 
theorists. In this sense, each theory makes a significant 
contribution to our understanding of productivity growth. The 
sophisticated methodological tools developed by neoclassical 

economists enable us to measure the rate of technical change, 
while the sophisticated models of the new growth theorists 
provide an internal explanation for the sources of technical 
change. In the next section, I compare these alternative views 
and discuss the useful role of each.

One important theme, common to both views, is that 

investment is a fundamental part of the growth process. 
Investment, moreover, may be defined broadly to include any 
expenditure that provides productive payoffs in the future; 
therefore, measures of human capital and research and 
development (R&D) expenditures are now routinely included in 
productivity analyses. Indeed, even the concept of tangible capital 

is not static—the U.S. national accounts now treat software 

expenditures as an investment good since software code is a 
durable asset that contributes to production over several years.

In addition to this broadening of the investment concept, an 
important part of the measurement process is the recognition 
of the enormous heterogeneity of investment. For example, the 

productive impact of investment in information technology 
may be quite different from that of investment in structures. By 
disaggregating investment and accounting for these 
differences, economists can accurately gauge the productive 
impact of input accumulation and thus isolate and gauge the 
extent of technical change. In this article, I outline several 

major conceptual and methodological issues related to 
measuring production inputs and technical progress correctly.

The differences between neoclassical and new growth 
theories also have a direct bearing on several specific topics that 
have recently generated considerable interest. Later in this 
article, I address two relevant issues. In particular, I present a 

resolution to the computer productivity paradox and review 
the renewed embodiment controversy. These topics are 
important in their own right, and they illuminate the ongoing 
debate over the sources of productivity and output growth.

Productivity Growth from the
Neoclassical and New Growth
Perspectives

Economic growth theory has enjoyed a revival in recent years, 
with questions about the sources of productivity growth high on 

the list of scholars, policymakers, and the business press. The 
academic growth literature has bifurcated, however, into 
arguments for two competing views—a neoclassical and a new 
growth view.3 This section presents stylized models from each 
perspective and discusses the strengths and weaknesses of each.

Broadly defined investment—which includes expenditures 

on tangible assets, education, training, and other human 
capital accumulation, as well as research and development—
plays a pivotal role in both frameworks, although investment’s 
precise impact on productivity growth differs. Benefits from 
investment may accrue only internally to the economic agent 
that actually makes the investment, or the benefits may spill 

over more broadly to others in the economy. As a preview of 
the discussion, the idea that broadly defined capital generates 
primarily internal and diminishing returns is the hallmark of 
the neoclassical view, differentiating it from the new growth 
theory’s focus on external and constant (or increasing) returns. 
This leads to contrasting views of the investment-productivity 

nexus and the potential for long-run growth.
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The World of Neoclassical Growth

The standard neoclassical growth model is well known and will 
be reviewed here only briefly. Seminal papers by Solow (1956, 
1957) formalized the neoclassical model, integrated theory 
with national account data, and formed the basis for much of 
applied growth analysis.

The Basic Neoclassical Model

The link between output, , and capital services, , labor 
input, , and labor-augmenting (Harrod-neutral) technical 
progress, , is given by the familiar aggregate production 
function

(1) ,

where the neoclassical production function is typically 
assumed to have constant returns to scale, positive and 
diminishing returns with respect to each input, and marginal 
products of each input that approach zero (infinity) as each 
input goes to infinity (zero).

Investment enters through the capital accumulation 
equation, which governs the relationship between investment 
in tangible assets, , and capital stock, , via the perpetual 
inventory relationship

(2) ,

where  is depreciation and  can either be determined 

endogenously by profit-maximizing firms or assumed to be 
some fixed proportion of output.

Note that the production function includes a measure of 
capital services, , while the perpetual inventory equation 
defines the capital stock, . These two capital concepts are 
closely linked but differ according to compositional changes in 
aggregate investment. In the simplest neoclassical world with 
one investment good, the two concepts are identical, but in a 
world with many heterogeneous types of investment goods, 
they differ. For example, a shift in investment toward high-tech 
equipment with large marginal products leads capital services 
to grow more quickly than capital stock. This important 
distinction is discussed in detail later in this article.

The striking implication of the neoclassical model is that, in 
the long run, per capita output and productivity growth are 
driven entirely by growth in exogenous technical progress and 

they are independent of other structural parameters like the 
savings rate.4 If the savings rate and investment share increase, 
for example, the long-run level of productivity rises but the 
long-run growth rate eventually reflects only technical 
progress. In this sense, the neoclassical growth model is not 
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really a model of long-run growth at all since productivity 
growth is due to exogenous and entirely unexplained technical 
progress. Nonetheless, the neoclassical model has proved to be 
a useful tool for understanding the proximate factors that 
contribute to output and productivity growth.5

Solow (1957) provides an explicit methodology for 
measuring the rate of technical progress under the neoclassical 

assumptions of competitive factor markets and input 
exhaustion when technology is Hicks-neutral and output is 

modeled as . In this case, the rate of Hicks-
neutral technical progress equals the famous Solow residual, or 

total factor productivity (TFP) growth. This is defined as the 

difference between output growth and the share-weighted 
growth rates of primary inputs (capital and labor) as

(3) ,

where  represents a first difference,  is capital’s share of 
national income,  is labor’s share of national income, the 

standard neoclassical assumptions imply , and 
time subscripts are dropped for ease of exposition.6

Under the same assumptions, one can identify the sources 

of average labor productivity (ALP) growth, defined as output 
per hour worked, . Transforming equation 3 yields

(4)
,

where lowercase letters are per hour worked.
Growth in ALP, , depends on three factors. The first is 

capital deepening, , which captures the increase in capital 
services per hour. The second is the growth in labor quality, 

which measures substitution toward workers with higher 
marginal products and is defined as the difference between the 

growth of labor input and the growth of hours worked 
. The third is the growth in TFP, , defined 

in equation 3, which captures the impact of technical change 

and other factors that raise output growth beyond the 
measured contribution of inputs.

If the neoclassical assumptions fail to hold, however, the 
Solow residual will not measure only technical change. Other 

factors that affect the Solow residual include distortions from 

imperfect competition, externalities and production spillovers, 
omitted inputs, cyclical fluctuations, nonconstant returns to 

scale, and reallocation effects. If there are increasing returns to 

scale but no technical change, for example, input shares will 
not equal output elasticities and one would estimate a positive 

Solow residual even though there is no technical change. While 

this may confound the interpretation of the Solow residual as a 
pure technology measure, it remains a useful indicator of the 

underlying technological forces. Basu and Fernald (1997), for 

example, report a high correlation between a traditional Solow 
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residual and a more sophisticated index of technology that 
controls for market imperfections. Moreover, they argue that 

the Solow residual is an important welfare measure, even when 

it is not a measure of pure technical change.

Applications of the Neoclassical Model

Jorgenson and Stiroh (2000) use equations 2-4 in a traditional 
growth accounting analysis to study the sources of U.S. 
economic growth. They conclude that investment in tangible 
assets has been the dominant source of growth over the past 
four decades, while the contribution of technical progress as 
measured by the Solow residual has been relatively modest.

From 1959 to 1998, output grew 3.63 percent per year, 
reflecting 1.59 percent annual growth in hours and 2.04 percent 
growth in labor productivity (Table 1). Labor productivity 
growth reflects the contributions of capital deepening (1.10 
percentage points per year), labor quality (0.32 percentage point 
per year), and TFP growth (0.63 percentage point per year). 
Thus, accumulation of tangible assets and human capital 
(measured as labor quality gains) has been an important part of 
U.S. output and productivity growth over the past four decades.

For the late 1990s, Jorgenson and Stiroh (2000) find that 
both an acceleration of TFP and rapid capital accumulation 
contributed to the recent U.S. productivity revival. For the 
1995-98 period, estimated TFP growth of 0.99 percent per year 
was nearly three times as fast as it was during the 1973-95 

period. Although the neoclassical model cannot really explain 
why TFP accelerated, it is nonetheless an important result since 
faster technical progress drives long-run productivity growth. 
Indeed, faster TFP growth is now incorporated into the rapid 

medium-run growth projections made by the Congressional 
Budget Office (2000).

Gauging the relative importance of capital deepening and 

technology has also been an important part of the debate 

surrounding the performance of the Asian newly industrialized 

countries (NICs). Krugman (1994), Young (1995), and Collins 

and Bosworth (1996) use this type of traditional neoclassical 

analysis to evaluate the potential for long-run growth in the NICs. 

All three conclude that broadly defined capital accumulation, as 

opposed to exogenous technical progress (measured as TFP 

growth), was the primary engine of growth for the NICs, and thus 

they are pessimistic about future growth prospects. Again, it is the 

neoclassical implication—that only technical change drives long-

run productivity growth—that makes this distinction so 

important. These findings have led to a sharp debate over the 

relative importance of capital accumulation and TFP growth as 

sources of growth in these economies.7

These two applications of neoclassical growth accounting help 

to explain the proximate factors driving growth in the United 

States and in the NICs, although the conclusions must be kept in 

the proper perspective. As stressed by Hulten (1979), this 

methodology yields a valid measure of the rate of technical 

change if neoclassical assumptions hold, but also tends to 

understate the economic importance of it. For example, in a 

simple neoclassical model, faster technical change induces higher 

output, saving, investment, and capital accumulation, so part of 

historical capital accumulation itself is due to technical change in 

a deeper sense. It must be stressed, however, that the goal of 

growth accounting is to quantify the contribution of accumulated 

inputs correctly so that the rate of technical progress can be 

accurately measured. Modern growth accounting is more about 

measuring technical change than explaining it.

Table 1

Sources of U.S. Output and Productivity Growth, 1959-98

1959-98 1959-73 1973-90 1990-95 1995-98

Growth in output (Y) 3.63 4.33 3.13 2.74 4.73

Growth in hours (H) 1.59 1.38 1.69 1.37 2.36

Growth in average labor productivity (Y/H) 2.04 2.95 1.44 1.37 2.37

Contribution of capital deepening 1.10 1.49 0.91 0.64 1.13

Contribution of labor quality 0.32 0.45 0.20 0.37 0.25

Contribution of aggregate total factor productivity 0.63 1.01 0.33 0.36 0.99

Source: Jorgenson and Stiroh (2000).

Notes: Decomposition of labor productivity growth is based on equation 4 in the text. All values are average annual percentages.
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Moving beyond the Neoclassical Model

The appealing simplicity and intuition of the neoclassical 
framework have made it the backbone of applied work on 

productivity and economic growth.8 Despite this popularity, 
however, several shortcomings make the standard neoclassical 
model not entirely satisfactory. First, early studies attributed 
the vast majority of labor productivity growth to exogenous 
forces.9 Then, in the 1970s and 1980s, the neoclassical model 
failed to offer a persuasive explanation for important U.S. 

productivity trends like the post-1973 productivity slowdown. 
Second, since capital accumulation is subject to diminishing 
returns, steady-state growth in per capita variables inevitably 
grinds to a halt without exogenous technical progress. Finally, 
the international data did not seem to fit with the basic 
neoclassical model in terms of observed differences in income, 

capital shares and rates of return, and convergence 
properties.10 These shortcomings led to several lines of 
subsequent research on the relationship between investment 
and productivity growth.

One approach, originated by Jorgenson and Griliches 
(1967) and summarized in Jorgenson (1996), remained firmly 

embedded in the neoclassical tradition and sought to develop 
better measures of investment, capital, labor, and other 
omitted inputs in order to reduce the magnitude of the 
unexplained residual. This approach did not seek to explain the 
origins of technical progress but rather to reduce its 
importance as an empirical explanation of growth. I return to 

the details of this work later. The second direction was the 
endogenous growth literature, to which I now turn.

The World of Endogenous Growth

The endogenous or new growth theory was developed to move 
beyond the neoclassical model by providing an endogenous 
mechanism for long-run productivity growth, either by 
removing the diminishing returns to capital or by explaining 
technical change as the result of specific actions. This literature 

is quite varied, and alternative explanations focus on many 
factors like different production structures, the dynamics of 
competition, innovation, increasing returns, and production 
spillovers. The following discussion describes a representative 
endogenous growth model.11

A Simple Endogenous Growth Model

A primary motivation for developing endogenous growth 
models was the desire to avoid the neoclassical implication 

that only exogenous technical progress drives long-run 
productivity growth. Indeed, one can simply assume a constant 
marginal product of capital as in the so-called “AK” models in 
which output is a linear function of capital, .12 In this 
case, long-run productivity growth can continue, and any 
change in the level of technology or savings rate leads to a long-

run change in productivity growth.
Romer (1986), in a classic paper that sparked the new 

growth theory, provided a mechanism and corresponding 
economic explanation for why capital might not suffer from 
diminishing returns. In particular, Romer focused on the 
possibility of external effects as research and development 

efforts by one firm spill over and affect the stock of knowledge 
available to all firms. Firms face constant returns to scale to all 

yt Akt=

private inputs, but the level of technology, , varies, depending 
on the aggregate stock of some privately provided input

(5) ,

where an  subscript represents firm-specific variables,  is 
the aggregate stock of knowledge, and time subscripts are 
dropped.13

The exact nature of the spillover is not particularly 

important for the aggregate properties of the model, and 
economists have identified several alternative channels. For 
instance, Arrow (1962) emphasizes “learning-by-doing,” in 
which investment in tangible assets generates spillovers as 
aggregate capital increases; past gross investment proxies for 
experience and determines A(.).14 Alternatively, Romer (1986) 

essentially models A(.) as a function of the stock of R&D, Lucas 
(1988) models A(.) as dependent on the stock of human 
capital, and Coe and Helpman (1995) argue that A(.) also 
depends on the R&D stock of international trading partners. 
The key point is that there may be constant (or increasing) 
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A primary motivation for developing

endogenous growth models was

the desire to avoid the neoclassical 

implication that only exogenous technical 

progress drives long-run productivity 

growth.
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returns to accumulated inputs at the aggregate level, and thus 
the generation of long-run endogenous growth.15

The existence of production spillovers raises a significant 
empirical question that has generated a vast literature. If 
investment of any type—tangible assets, human capital, or 

R&D—generates benefits to the economy that are not 
internalized by private agents, then this suggests that there are 
multiple long-run growth paths and that there are specific policy 
implications. Since investment may be too low from society’s 
point of view, spillovers open a role for government intervention 
such as investment tax credits or research and development 

grants. R&D spillovers, in particular, have attracted considerable 
attention in the new growth literature, and I review the 
microeconomic evidence on them later.

Macro Evidence of Endogenous Growth

One aggregate implication of early endogenous growth models 
is a “scale effect,” in which productivity growth increases with 
the size of the economy. Larger economies devote more 

resources to R&D and knowledge production is available to all, 
so technology should grow more rapidly. In addition, this 
suggests that government policy, in the form of taxes or 
subsidies that increase resources allocated to knowledge 
production or investment, can raise long-run growth.

In a pair of influential studies, however, Jones (1995a, 

1995b) strongly rejects this scale effect and finds little 
relationship between policy variables and long-run growth. 

There is no obvious relationship between the number of 
scientists and engineers employed in R&D activities and U.S. 

TFP growth (Jones 1995a), nor has there been persistent 
acceleration in growth in countries belonging to the  

Organization for Economic Cooperation and Development, 
even as investment shares rose dramatically (Jones 1995b). 

Over a very long horizon, however, the evidence of a scale effect 
is somewhat stronger; Kremer (1993) argues that productivity 

and population growth are highly correlated with initial 
population levels, as scale effects imply.

This influential critique has led to several alternatives to 

remove the link between scale and growth found in 
endogenous growth models.16 Jones (1995a), for example, 
presents a model of “semi-endogenous” growth, in which long-
run growth still reflects firms’ R&D choices, but is independent 
of government policies such as investment tax credits or R&D 
subsidies. Scale or policy variables affect the levels of output 

and productivity but not long-run growth rates. The key factor 
determining long-run growth in this semi-endogenous growth 
model remains the degree of external returns in the R&D 

process, which delivers endogenous growth and provides the 
critical distinction from the neoclassical model.

In more recent work at the macro level, Jones and Williams 
(1998) formalize the macroeconomic impact of increasing 
overall returns due to various external effects related to R&D. 

They calibrate their model and estimate that optimal 
investment in R&D is two to four times actual investment in 
the United States. This work suggests an important role for 
R&D but remains consistent with the empirical refutation of 
the macro R&D models in Jones (1995a, 1995b).

Expanding the Investment Definition

I now turn to several broad measurement issues that directly 
affect how these types of models are implemented and 
evaluated. Over the years, sophisticated tools have been 
developed to measure inputs properly, and the definition of 
investment has been expanded beyond tangible assets. By 

quantifying substitution between heterogeneous tangible assets 
and explicitly recognizing investment in human capital, 
research and development, and public infrastructure, 
economists have made considerable methodological advances 
in the understanding of productivity growth. These 
improvements are now well-accepted and are part of the 

toolkits of most applied productivity analysts; for example, the 
official U.S. TFP estimates of the Bureau of Labor Statistics 
(2000a) account for asset substitution, human capital, and 
R&D.

These advances are also relevant to the debate between the 
neoclassical and new growth views. From the neoclassical view, 

improved measurement of inputs allows technical progress to 
be more accurately assessed. From the new growth view, 
constant returns may be more realistic for broader definitions 
of capital. The degree of economy-wide returns to accumulated 
inputs—diminishing returns in the neoclassical world and 
constant (or increasing) returns in the new growth world—

remains the fundamental difference between the two views of 
economic growth, and this is conceptually independent of how 
broadly capital is defined or measured. Simply including 
additional inputs like human capital or R&D capital is not 
enough to generate endogenous growth if broadly defined 
capital still faces diminishing returns.

Finally, many of these methodological advances have been 
implemented within neoclassical growth accounting analyses. 
As mentioned above, the primary goal of these studies is to 
develop better measures of inputs and a more accurate estimate 
of technical progress. It is not, as is often assumed, to show that 
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there is no technical progress. Careful growth accounting 
analyses purge the transitory impact of investment and input 
accumulation to leave behind a more precise estimate of the 
growth rate of technical progress.

Heterogeneous Tangible Assets

An important insight, first implemented by Jorgenson and 
Griliches (1967), is that one must account for the vast 

heterogeneity of capital inputs. A dollar spent on new 
computer equipment, for example, provides more productive 
services per period than a dollar spent on a new building. By 
explicitly recognizing these types of differences, one can 
estimate a “capital service flow” that is appropriate for the 
production function in equation 1.

Aggregate capital service flows are estimated by using asset-
specific “user costs” or “rental prices” to weight each 
heterogeneous asset and to account for substitution between 
them. As firms respond to changing relative prices—for 
example, by substituting toward high-tech equipment and 
away from structures—a larger portion of investment is in 

assets with relatively high marginal products, and the capital 
service flow rises.17 The difference between capital service flows 
and capital stock is called “capital quality” by some authors and 
reflects the changing composition of investment toward assets 
with higher marginal products.18

Jorgenson and Stiroh (2000) provide estimates of this 

decomposition between capital stock and capital quality. As 
shown in Table 2, capital stock accumulation has been the 
dominant force behind the growth in capital services in the 

United States, accounting for 1.32 of the 1.77 percentage 
point growth contribution of capital for the 1959-98 period. 
For the most recent period, the contribution of capital 
quality has increased markedly as firms steadily responded 
to changing relative prices and substituted toward high-tech 

equipment. Gordon (1999a) examines a longer time period, 
dating back to 1870, and concludes that quality adjustments 
of capital and labor inputs have been important sources of 
long-run growth in the United States.

The evidence shows that one must use a capital services 
methodology to quantify the role of capital accumulation 

correctly and to isolate technical progress. Failure to account 
for ongoing substitution understates the contribution of input 
accumulation and overstates the TFP residual from equation 3. 
Thus, this type of careful measurement of capital services is 
critical to obtaining accurate measures of technical progress 
and understanding long-run growth.

Human Capital

A second important extension of the capital concept is the 

explicit inclusion of the contribution of changes in labor 
quality. Economists have long recognized the importance of 
investments in human beings; and expenditures on education, 
job training, labor migration, and health care all increase the 
quality of human labor, enhance productivity, and are rightly 
called investments.19

Griliches (1960), Denison (1962), and Jorgenson and 
Griliches (1967) pioneered the use of wage data to weight 
heterogeneous workers and construct constant-quality indexes 

Table 2

Growth Contribution of Capital and Labor Inputs, 1959-98

1959-98 1959-73 1973-90 1990-95 1995-98

Contribution of capital services (K) 1.77 2.07 1.62 1.20 2.17

Contribution of capital stock 1.32 1.66 1.22 0.77 1.23

Contribution of capital quality 0.45 0.40 0.41 0.43 0.95

Contribution of labor input (L) 1.23 1.25 1.17 1.18 1.57

Contribution of labor hours 0.92 0.80 0.97 0.81 1.32

Contribution of labor quality 0.32 0.45 0.20 0.37 0.25

Source: Jorgenson and Stiroh (2000).

Notes: Growth contribution of capital quality equals the difference between the contribution of capital services and capital stock. Growth contribution of 
labor quality equals the difference between the contribution of labor input and labor hours. See the text for details. All values are average annual percentages.
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of  labor input. Similar to the treatment of capital, this 
approach captures substitution between different types of labor 
and results in a flow of labor inputs appropriate for the 
production function analysis of equation 1. In contrast, a 
simple sum of hours worked by heterogeneous workers ignores 

this type of compositional change.20

Using the framework in equations 3 and 4 and again defining 

labor quality as the difference in the growth of labor input and 
unweighted hours, Jorgenson and Stiroh (2000) estimate that 

labor quality growth accounted for nearly 15 percent of labor 

productivity growth for the 1959-98 period (Tables 1 and 2). 

Similarly, the Bureau of Labor Statistics (1999b) attributes one-
third of  U.S. nonfarm labor productivity growth from 1990 to 

1997 to labor composition effects. Again, failure to account for 

these quality changes overstates historical TFP growth.

Looking at the impact of human capital from a different 

perspective, Mankiw, Romer, and Weil (1992) include 
investment in human capital in an augmented Solow growth 

model to examine cross-country differences in growth. 

Employing a Cobb-Douglas specification for aggregate 

output, they explicitly model human capital as a 

determinant of output as

(6) ,

where  is the stock of human capital.21

Mankiw, Romer, and Weil (1992) use educational 

attainment to proxy for human capital accumulation. They 

find that this extended neoclassical model fits the data well in 
terms of the growth convergence predictions and the estimated 

output elasticities. The authors conclude that the augmented 

Solow model in its neoclassical form is consistent with the 

international evidence. In contrast, Lucas (1988) incorporates 

human capital in a growth model but explicitly includes an 

external spillover effect in the spirit of new growth theory.

Although these studies differ in their approach and 

questions—Jorgenson and Stiroh (2000) show labor quality to 

be an important contributor to U.S. productivity growth, and 
Mankiw, Romer, and Weil (1992) find human capital to be a 

good predictor of cross-country income differences—both 

emphasize the importance of accounting for human capital 

accumulation. By correctly identifying and measuring 

accumulated inputs, this extension of the neoclassical model 
allows for a better understanding of the growth process.

Research and Development

Knowledge creation through explicit research and 
development activities is a third extension of the capital 
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accumulation process that deserves special attention. R&D, 
broadly defined as investment in new knowledge that improves 
the production process, has been the focus of considerable 
research activity. There is still some debate, however, over 
whether R&D is best viewed as a neoclassical factor of 

production or if it is best viewed as a source of spillovers as in 
the endogenous growth models.

It is straightforward to think of R&D as just another form of 
capital in which firms choose to invest. In this sense, R&D is 
not fundamentally different from investment in tangible 
capital. Griliches (1973, 1979), for example, argues that it is 

reasonable to view the primary impact of R&D investment in a 
neoclassical sense since returns accrue internally. Firms 
presumably invest in R&D to improve their own production 
processes and to raise profits, so any spillover effects are 
secondary and unintended consequences.

While it is conceptually straightforward to treat R&D as a 

neoclassical factor of production with diminishing returns, 
Griliches (1995), Hall (1996), and Jorgenson (1996) all 
emphasize the practical difficulty in measuring the growth 
contribution of R&D because of thorny measurement 
problems and a lack of adequate data. Hall (1996) points out 
that R&D is often associated with product improvements, and 

the measured impact of R&D therefore depends critically on 
how price deflators are constructed and how output is deflated. 
In addition, one must estimate an appropriate depreciation 
rate to calculate the productive stock of R&D capital.

Despite these problems, many studies have attempted to 
measure the direct impact of R&D.22 As an example of the 

typical approach, Griliches (1995) presents a skeletal model of 
R&D that is a straightforward extension of the neoclassical 
framework:

(7) ,

where  is a vector of standard inputs, such as capital and 
labor, and  is a measure of cumulative research effort.

Studies of this type typically have found that R&D capital 
contributes significantly to cross-sectional variation in 

productivity. It is important to emphasize that equation 7 
examines the relationship between firm or industry productivity 
and its own R&D stock. In the equation, R&D is treated as a 
conventional neoclassical capital input with internal rewards.

Others, however, argue that R&D capital is fundamentally 
different from tangible and human capital. Knowledge capital 

appears to be noncompetitive since many producers can use 
the same idea simultaneously, and the returns may be hard to 
appropriate due to potential production spillovers. This 
difference is what makes R&D capital an important part of the 
endogenous growth models discussed earlier.23 As emphasized 
by Romer (1994) and Basu (1996), the distinction between 
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internal and external benefits drives the difference in returns to 
capital that delineates the role of research and development in 
the neoclassical and the new growth theories.

There seems to be some confusion, however, about what 
constitutes a true production spillover and what is really a 

more conventional measurement problem. Griliches (1995, 
p. 66) defines a production (knowledge) spillover as “ideas 
borrowed by research teams of industry  from the research 
results of industry .” This is quite distinct from situations in 
which transaction prices do not fully reflect the marginal 
benefit of the innovation (for example, see Bresnahan [1986], 

Bartelsman, Caballero, and Lyons [1994], and Keller [1998]). 
Similarly, Hall (1996) discusses how competition may lead to 
lower prices for goods of innovative firms. Rather than 
measuring spillovers in Griliches’ sense, these gains to 
innovation reflect the inaccuracy of prices that do not 
adequately capture changes in the quality dimension.24 While 

there are daunting practical difficulties, if all attributes and 

i
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quality characteristics could be correctly priced, then increased 
quality or variety of intermediate inputs would not be 
measured as productivity spillovers.

If true productivity gains do spill over to other firms, 
however, one channel for endogenous growth is opened. The 

microeconomic evidence suggests that R&D spillovers may 
exist,25 but a wide variation in results and conceptual 
difficulties suggest that some caution is warranted. Griliches 
(1995), for example, points out that the impact of R&D in 
industry analyses is not greater than in firm analyses (as the 
presence of spillovers implies) and warns, “in spite of a number 

of serious and promising attempts to do so, it has proven very 
difficult to estimate the indirect contribution of R&D via 
spillovers to other firms, industries and countries” (p. 83). 
Given the poor quality of the data and methodological 
problems discussed earlier, it is difficult to draw definitive 
conclusions from these studies.

Public Infrastructure

A final extension of the investment concept worth noting is 
public infrastructure investment. In a series of influential and 
controversial studies, Aschauer (1989a, 1989b, 1990) argues that 

core infrastructure investment is an important source of 
productivity growth and that the sluggish productivity 
performance of the 1970s can be largely attributed to a slowdown 
in public investment. These claims led to a wide-ranging debate 
about policy implications and possible methodological problems 
such as potential biases from common trends, omitted variables, 

and potential reverse causality.26

Independent of any methodological concerns, the primary 
impact of government capital is conceptually the same as that 
of tangible capital and depends on proper measurement.27 In a 
standard neoclassical growth accounting framework with only 
private inputs, any impact from government capital would be 

mismeasured as TFP growth. In this sense, government capital 
is just another accumulated input that is often missed and thus 
contributes to an overstatement of true technical change. As 
long as diminishing returns to all capital exist, the neoclassical 
implications hold.

Alternatively, Barro (1990) suggests that government 

services generate constant returns to broadly defined capital 
and lead to endogenous growth. In this view, government 
capital differs from private capital, and the real question is 
whether long-run constant returns to scale exist across broadly 
defined capital.28

The recent results of Fernald (1999) shed some light on this 

question. He shows that investment in roads contributed 
substantially to productivity prior to 1973, but he also suggests 
that new investment in roads offers a normal or even zero 
return at the margin. That is, the original interstate highway 
system improved productivity, but a second one would not. 
While not an exact test, this seems more consistent with the 

neoclassical view of diminishing returns of capital than with 
the endogenous growth view.

Recent Productivity Controversies

I now move to a discussion of two current and important 
issues relating to investment, productivity, and growth. 

Both are concerned with understanding the sources of 
productivity growth and draw on the neoclassical and 
endogenous growth theories described above. In particular, I 
offer a resolution to the computer productivity paradox and 
review the renewed embodiment controversy.

The distinction between internal and 

external benefits drives the difference

in returns to capital that delineates the 

role of research and development in the 

neoclassical and the new growth theories.
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The Computer Productivity Paradox

Over the past few decades, investment in high-tech equipment, 
particularly computers, exploded, but aggregate productivity 
growth remained sluggish through the mid-1990s. This 

apparent contradiction—the so-called computer productivity 
paradox of the 1980s and early 1990s—disappointed many 
observers and initiated a broad research effort at both the 
macro and micro levels. More recently, however, productivity 
growth has accelerated sharply (see chart); I argue that this 
pattern is entirely consistent with neoclassical explanations of 

capital accumulation and technical progress.29

The defining characteristic of the information technology 
revolution is the enormous improvement in the quality of 
computers, peripherals, software, and communications 
equipment. As epitomized by Moore’s Law—the doubling of 
the power of a computer chip every eighteen months—each 

generation of new computers easily outperforms models 
considered state-of-the-art just a few years earlier. The constant-
quality deflators employed by the U.S. Bureau of Economic 
Analysis translate these massive quality improvements into 
increased real investment and real output and show annual price 
declines of 18 percent over the past four decades.30

How does this IT phenomenon fit within the neoclassical 
framework? To address this question, it is critical to distinguish 
between the use and the production of IT.31 Information 
technology is both an output from the IT-producing industries 
and an input to the IT-using industries, so there are two effects. 
The massive quality improvements in IT contribute to faster 

productivity growth in the IT-producing industries and faster 
input accumulation in the IT-using industries. Thus, the 
neoclassical model predicts rapid capital deepening and ALP 

growth in IT-using industries, and technical progress and TFP 
growth in the IT-producing industries. This fundamental 
distinction is apparent in Solow (1957), but often has been 
overlooked in discussions of the computer productivity paradox.

IT Use, Capital Deepening, and Productivity 
Growth

Consider the productivity of firms and industries that invest in 

and use information technology. Following the neoclassical 
framework in equation 4, strong IT investment contributes 

directly to ALP growth through traditional capital deepening 

effects. In the case of IT, this reflects rapid growth in capital 

services and, until recently, a small income share. Over the past 

four decades, however, U.S. firms have continued to respond to 
large price declines by investing heavily, particularly in 

computer hardware, and rapidly accumulating IT.

As long as relative prices continued to fall, it was inevitable 

that IT inputs would eventually make a large contribution to 

growth. Indeed, recent estimates by Jorgenson and Stiroh 
(2000), Oliner and Sichel (2000), and Whelan (2000) indicate 

substantial increases in the growth contributions from 

computers and other IT capital. Jorgenson and Stiroh (2000), 

as reported in Table 3, estimate that the contribution of 

computer hardware increased from 0.19 percentage point 
per year for the 1990-95 period to 0.46 percentage point for 

1995-98; Oliner and Sichel (2000) report an increase from 

0.25 for 1990-95 to 0.63 for 1996-99.32 Both agree that IT 

capital accumulation has been an important part of the 

acceleration in U.S. productivity since 1995.

Table 3

Growth Contribution of Information Technology and Other Assets, 1959-98

1959-98 1959-73 1973-90 1990-95 1995-98

Contribution of capital services (K) 1.77 2.07 1.62 1.20 2.17

Other capital 1.45 1.89 1.27 0.80 1.42

Computer hardware 0.18 0.09 0.20 0.19 0.46

Computer software 0.08 0.03 0.07 0.15 0.19

Communications equipment 0.07 0.06 0.08 0.06 0.10

Source: Jorgenson and Stiroh (2000).

Notes: A growth contribution is defined as the share-weighted real growth rate of the asset as in equation 3 in the text. All values are average annual 
percentages. 
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This historical record on IT capital accumulation appears 
entirely consistent with the neoclassical model. Massive input 
substitution and rapid capital accumulation during the 1990s 
have led to an aggregate growth contribution that is now quite 
large. Prior to that, the contribution was modest because the 

stock of IT was small. Only in the late 1990s, after a major 
information technology investment boom, were there enough 
information technology inputs to have a substantial impact on 
growth and labor productivity at the aggregate level.

Despite the straightforward relationship and mounting 
aggregate evidence, the empirical evidence on computers 

and ALP growth across industries has been mixed. Gera, Gu, 
and Lee (1999), McGuckin, Steitwieser, and Doms (1998), 
McGuckin and Stiroh (1998), and Steindel (1992) find a 
positive impact, while Berndt and Morrison (1995) report a 
negative impact. Morrison (1997) finds overinvestment in 
high-tech assets for much of the 1980s. The microeconomic 

evidence for firms is somewhat stronger. For example, 
Brynjolfsson and Hitt (1993, 1995, 1996), Lehr and  
Lichtenberg (1999), and Lichtenberg (1995) typically 
estimate returns to computers that exceed other forms of 

capital.
On the surface, exceptionally high returns to IT suggest 

effects found in some endogenous growth models. The 
findings of large gross returns, however, are also quite 
consistent with the neoclassical model—computers must 
have high marginal products because they obsolesce and 

lose value so rapidly. Computers have a low acquisition 
price, but rapid obsolescence makes them expensive to use 
and a high return is needed as compensation. This is exactly 
the type of asset heterogeneity for which the user-cost 
methodology was designed. In addition, Brynjolfsson and 
Yang (1997) suggest that much of the “excess returns” to 

computers actually represent returns to previously 
unspecified inputs such as software investment, training, 
and organizational change that accompany computer 
investment.

Note that the neoclassical framework predicts no TFP 
growth from IT use since all output contributions are due to 
capital accumulation. Computers increase measured TFP 
only if there are nontraditional effects like increasing 
returns, production spillovers, or network externalities, or if 

inputs are measured incorrectly. The nontraditional effects, 
if present, would move the IT revolution into the world of 
new growth theory. The evidence, however, is not very 
strong. Siegel and Griliches (1992) and Siegel (1997) 
estimate a positive impact of computer investment on TFP 
growth across U.S. industries, while Berndt and Morrison 

(1995) and Stiroh (1998a) do not. Working with aggregate 
data, Gordon (2000) finds no evidence of computer-related 
spillovers in the late 1990s. In sum, there does not appear to 
be compelling evidence for nontraditional effects from IT 
that lead outside of the neoclassical model.

IT Production and Technical Progress

Now consider the productivity of firms and industries that 

produce IT assets. These sectors are experiencing fundamental 
technical progress—the ability to produce more output in the 
form of faster processors, expanded storage capacity, and 
increased capabilities from the same inputs—that should be 
measured directly as industry TFP and lead to higher ALP 
growth (equations 3 and 4). This affects both industry and 

aggregate productivity.
The data are quite clear that fundamental technical 

progress, measured as TFP growth, is a driving force in the 
production of these new high-tech assets. The Bureau of Labor 
Statistics (1999b), Jorgenson and Stiroh (2000), Oliner and 
Sichel (2000), and Stiroh (1998a) all report strong industry 

TFP growth in the high-tech producing industries. Moreover, 
much of the acceleration in aggregate U.S. productivity growth 
after 1995 can be traced to accelerations in the pace of technical 
progress—measured as faster relative price declines in these 
high-tech industries.33

This notion that technical progress in specific industries 

drives aggregate productivity is hardly new and is consistent 
with the broad neoclassical framework. As early as Domar 
(1961), economists recognized that aggregate TFP growth 
reflects technical progress among component industries. 
Accelerating technical progress in key industries can then drive 
aggregate productivity through both a direct TFP contribution 

and induced capital accumulation as relative prices change.

Only in the late 1990s, after a major 

information technology investment boom, 

were there enough information 

technology inputs to have a substantial 

impact on growth and labor productivity at 

the aggregate level.
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Alternative Explanations

The preceding discussion still leaves open the question of why 
even ALP growth remains sluggish in some computer-intensive 

sectors like finance, insurance, real estate, and services. Since 
computers are highly concentrated in service sectors, where 
output and productivity are notoriously hard to measure, 
Diewert and Fox (1999), Griliches (1994), Maclean (1997), and 
McGuckin and Stiroh (1998) suggest that measurement error 
plays a role in the remaining computer productivity paradox 

for certain IT-using industries.
A second common explanation is that computers are still 

relatively new and it may just be a matter of time until they 
fundamentally change the production process and usher in a 
period of faster productivity growth throughout the economy. 
David (1989, 1990) draws a parallel between the slow 

productivity benefits from electricity and those from 
computers. Triplett (1999a), however, cautions against such 
analogies, arguing convincingly that the massive declines in 
computer prices, and hence the diffusion patterns, are 
unprecedented. Moreover, computers are no longer really a 
new investment—the first commercial purchase of a UNIVAC 

mainframe computer was in 1954, and computer investment 
has been a separate entity in the U.S. national accounts since 

1958.34 This critical mass and delay hypothesis is beginning to 
lose credibility as an explanation for low productivity in certain 
computer-intensive industries.

A final explanation is simply that computers are not that 
productive in some industries. Anecdotes abound of failed 

systems, lengthy periods of downtime, unwanted and 
unnecessary “features,” and time-consuming upgrades—
all of which can reduce the productivity of computer 
investment.35 

IT and the New Economy

Despite some lingering questions, the computer productivity 
paradox appears to be over. Aggregate productivity growth is 

strong, and IT-producing industries are showing rapid TFP 
growth. Moreover, the IT revolution and the “new economy” 
appear to be largely a neoclassical story of relative price declines 
and input substitution. Technical change in the production of 
information technology assets lowers the relative price, induces 
massive high-tech investment, and is ultimately responsible for 

the recent productivity revival.
These benefits, however, accrue primarily to the producers 

and users of IT, with little evidence of large spillovers from 
computers. That is, we see TFP growth in IT-producing 
industries and capital deepening elsewhere. Of course, the 
neoclassical model provides no explanation for why technical 

progress may have accelerated in high-tech industries in recent 
years. Perhaps models of endogenous innovation and 
competition can provide an answer.

The Renewed Embodiment Controversy

The discussion so far has focused on the modern neoclassical 
framework and new growth models as explanations of 
productivity growth. An alternative perspective, however, argues 
that technological progress is “embodied” in new machinery and 

equipment, as opposed to being a more pervasive force that 
affects the production of all goods and services. In challenging 
papers, Greenwood, Hercowitz, and Krusell (1997) and 
Hercowitz (1998) recently brought this debate back to center 
stage and reopened the embodiment controversy.

This debate is important since it helps us to understand the 

precise roles of technology and investment in the growth 
process. By better understanding these issues, such as whether 
technology is driving the recent investment boom, one may be 
able to implement more effective policies. Moreover, there are 
clear implications associated with how real aggregate output 
should be measured that directly affect how the economy is 

viewed. For example, Greenwood et al. (1997) disagree with the 
current practice of adjusting the output of investment goods, 
such as computers, for quality improvements. As noted in the 
previous section, gains in the production of computers have 
been a major part of the productivity revival of the 1990s and 
excluding them would substantially change our perception of 

the U.S. economy.
The embodiment idea goes back at least to Solow (1960), who 

suggests that technical change is embodied in new investment 
goods, which are needed to realize the benefits of technical 

Technical change in the production of 

information technology assets lowers the 

relative price, induces massive high-tech 

investment, and is ultimately responsible 

for the recent productivity revival.
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progress. In response, Jorgenson (1966) shows this to be no 
different conceptually from the neoclassical view of  disembodied 
technical change with the calculation of investment price deflators 
responsible for apparent differences. If new vintages of capital have 
different productive characteristics, the appropriate constant-

quality deflators attribute output and productivity growth to input 
accumulation and not to technical progress. Hulten (1992) 
shows how failure to account for improved characteristics of 
recent vintages of investment goods suppresses capital 
enhancements into the traditional TFP residual.

There seems to be general agreement that different vintages of 

capital inputs need to be adjusted for quality change in order to 
understand and quantify the sources of growth. A second 

conclusion of Jorgenson (1966), however, is that investment as an 
output must also be measured in quality-adjusted units; Hulten 
(2000) discusses potential measurement errors when investment is 
not measured in such units. While this methodology has been 
integrated into the U.S. national accounts—where constant-

quality deflators are used for investment goods like computer 
hardware and software to calculate real GDP—it plays a central 
role in the renewed embodiment debate.

Greenwood et al. (1997) and Hercowitz (1998) argue 
explicitly against adjusting investment output for quality 
change, preferring to measure real investment output in units 

of consumption. As motivating evidence, Greenwood et al. 
report that the relative price of equipment in the United States 
has fallen 3 percent per year in the postwar era, while the 
equipment-to-GDP ratio increased dramatically. They 
calibrate a balanced growth path and attribute 60 percent of 
postwar productivity growth to “investment-specific 

technological change” that is conceptually distinct from capital 
accumulation and disembodied (Hicks-neutral) technological 
change. A clear implication, they argue, is that constant-quality 
price indexes are appropriate only for deflating investment 
inputs, not for deflating investment as an output.36

It is essential, in my view, that both investment outputs and 

capital inputs be measured consistently in quality-adjusted 
units, as currently employed in the U.S. national accounts. The 

key point is that improved production characteristics of new 
investment cohorts are themselves produced and rightly 
considered output. Although a rigorous theoretical model is 
beyond the scope of this article, it is useful to sketch out a 
defense of this position.

Consider a simple two-sector, neoclassical model like the 
one outlined in the earlier discussion of the computer 
productivity paradox. One sector produces computers and one 
sector uses computers; both use neoclassical production 
functions. Can this explain the motivating evidence cited by 
Greenwood et al.? The answer is clearly yes. Disembodied 

technical change in the computer-producing industry 
(measured as industry-level TFP) reduces the marginal cost of 
producing computers and lowers prices. Profit-maximizing 
firms elsewhere in the economy respond to the relative price 
change, substitute between inputs, and rapidly accumulate 
computers. Thus, one would observe falling relative prices and 

rising investment shares in a traditional neoclassical world with 
purely disembodied technical change in one sector.

Greenwood et al. appear to need investment-specific technical 
change since they focus on a one-sector model in which 
consumption, equipment investment, and construction 
equipment are produced from the same aggregate production 

function. This effectively imposes perfect substitutability between 
investment and consumption goods and requires investment-
specific technical change to explain relative price changes. In a 
multisector neoclassical model like the one proposed by Domar 
(1961) and implemented by Jorgenson et al. (1987), investment-
specific technical change is not needed since disembodied 

technical progress can proceed at different rates in different 
industries and generate the observed relative price changes.37

What does this say about the appropriate deflation of 
investment goods? In this example, the answer clearly depends on 
what one believes the computer-producing sector actually 
produces. High-tech industries expend considerable resources in 
the form of investment, R&D, and labor to produce better, faster, 
and more powerful products. Indeed, the hedonic literature on 
computers is based on the idea that the computer-producing 
industry creates computing power measured as a bundle of 
productive characteristics, rather than as computer boxes or 
units.38 If computing power measured in quality-adjusted 
efficiency units is the appropriate measure of industry output, and 
I believe it is, then internal accounting consistency requires that 
aggregate output also be measured in quality-adjusted units.

Finally, and perhaps more fundamentally, the neoclassical 
model at its most basic level is a model of production and not 
of welfare. This too implies that output must be a measure of 
produced characteristics in terms of quality-adjusted units, 
rather than consumption forgone. The embodiment approach, 

in contrast, confounds the link between the sources of growth 

An alternative perspective [to the 

neoclassical and new growth models]  

argues that technological progress is 

“embodied” in new machinery and 

equipment.



50 What Drives Productivity Growth?

(labor, capital, and technology) and the uses of growth 
(consumption and investment goods) that constitute 
separate views of production and welfare.

Conclusion

This article provides a broad overview of the link between 

investment and productivity in two alternative views—the 

neoclassical and new growth models. Although the models 

emphasize different aspects of productivity growth, they both 

contribute to our understanding of the growth process.

The key distinction between the neoclassical and new growth 
theories concerns the aggregate returns to capital and the 
implications for long-run productivity growth. In the 
neoclassical world, capital (broadly defined to include all 
accumulated inputs) suffers from diminishing returns, and 

productivity growth is ultimately determined by exogenous 
technical progress. In the world of endogenous growth, there 
can be constant returns to capital that generate long-run 

growth in per capita variables. Although both views attempt to 
explain growth, they focus on different aspects and need not be 
mutually exclusive. Neoclassical economists developed 
sophisticated measurement tools to identify technical progress 
accurately by removing the transitory impact of input 

accumulation; new growth theorists developed sophisticated 
growth models to explain the evolution of technology as a result 
of the actions of economic agents. Both contributions are 
important.

Attempts to understand recent changes in the U.S. economy 
illustrate this complementarity. Aggregate productivity growth 
has accelerated in the past few years due to a combination of 
accelerating technical progress in high-tech industries and 
corresponding investment and capital deepening. This type of 
neoclassical analysis clearly explains what happened to the U.S. 
economy. To explain why it happened, we need to focus on the 
incentives and actions of the firms that actually invest, 
innovate, and create the new capital and knowledge that are 
driving the U.S. economy. This is the domain of the 
endogenous growth framework. Thus, both approaches make 
important contributions to our understanding of the economic 
growth process.
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1. Labor productivity is defined as real output per hour worked. These 

estimates are for the U.S. nonfarm business sector from the Bureau of 

Labor Statistics (2000b) and are consistent with the revised GDP data 

after the benchmark revision in October 1999.

2. See, for example, Jorgenson and Stiroh (2000), Oliner and Sichel 

(2000), Gordon (1999b, 2000), and Parry (2000).

3. See Jorgenson (1996) for a discussion of the growth theory revival, 

Barro and Sala-i-Martin (1995) for a thorough analysis of the 

neoclassical framework, and Aghion and Howitt (1998) for a detailed 

review of different strands of new growth theory. The terms “new 

growth” and “endogenous growth” are used interchangeably 

throughout this article. 

4. The Solow model assumes labor is fully employed so per capita 

income and labor productivity growth coincide.

5. The neoclassical model has also been used extensively to examine 

cross-country differences in the growth and level of output. This vast 

body of literature is not discussed here; see Barro and Sala-i-Martin 

(1995) for references and Mankiw (1995) for a summary of the 

strengths and weaknesses of the neoclassical model in this context.

6. Under the neoclassical assumptions, an input’s elasticity equals its 

share of nominal output since the marginal product of an input equals 

its factor price, for example, the wage rate for labor and the rental price 

for capital.

7. Hsieh (1997, 1999), Rodrick (1997), and Young (1998b) provide 

recent views on this controversy.

8. Stiroh (1998b) reports that the long-run projection models used by 

various U.S. government agencies—for example, the Social Security 

Administration, the Congressional Budget Office, the Office of 

Management and Budget, and the General Accounting Office—are all 

firmly embedded in this neoclassical tradition.

9. Solow (1957), for example, estimates that nearly 90 percent of 

per capita income growth is due to technical progress. 

10. See Mankiw (1995), particularly pp. 280-9.

11. My working definition follows Segerstrom (1998), who defines 

endogenous growth models as those in which “the rates of 

technological change and economic growth are endogenously 

determined based on the optimizing behavior of firms and 

consumers” (p. 1292). Hulten (2000) identifies noncompetitive 

markets, increasing returns to scale, externalities, and endogenous 

innovation as the key aspects of the new growth theory.

12. Technically, long-run growth in per capita variables exists under 

constant returns to all accumulated inputs. Note that in the simplest  

AK model like this one,  represents a constant level of technology, in 

contrast to the general production functions in the text. 

13. These simplifications follow Romer (1994), who summarizes the 

evolution of endogenous growth models. One alternative mechanism 

is to allow for increasing returns at the level of individual firms. 

However, this approach is inconsistent with perfect competition. See 

Aghion and Howitt (1998) for a discussion. In addition, there are 

aggregation concerns when moving from a firm to an aggregate 

production function.

14. Note that Arrow (1962) does not explicitly derive a model of 

endogenous growth. In his model, growth eventually stops if 

population is held constant.

15. Barro (1990) achieves endogenous growth in a model with 

constant returns to capital and government services together, but 

diminishing returns to private capital alone. DeLong and Summers 

(1991, 1992, 1993), although not modeling endogenous growth, argue 

that equipment investment yields large external benefits in the spirit of 

Arrow (1962).

16. See, for example, Jones (1995a), Kortum (1997), Segerstrom 

(1998), and Young (1998a). Jones (1999) reviews.

17. An asset’s rental price reflects the opportunity cost of buying 

the asset, depreciation, and any capital gains or losses on the asset. 

High-tech equipment experiences more rapid depreciation and 

smaller capital gains than structures, so equipment must have a 

correspondingly higher marginal product and service price. See Hall 

and Jorgenson (1967) for the original derivation and Jorgenson and 

Stiroh (2000) for a recent application and details.

18. Note that capital quality in this framework does not reflect 

increased productive power from a particular asset. These gains, such 

as the enhanced performance of more recent vintages of computers, 

are handled by the investment deflator, which translates nominal 

investment into larger quantities of real investment. I provide details 

later in this article.

A
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Endnotes (Continued)

19. Mincer (1958, 1974), Shultz (1961), and Becker (1962) are early 

examples; Griliches (1996) provides a summary of the early work on 

human capital. As early as 1961, the similarities between investments in 

tangible capital and human capital such as tax incentives, depreciation, 

pricing imperfections, and the primarily internal benefits of human 

capital investments were discussed by Schultz (1961, pp. 13-5).

20. This methodology provides an index of aggregate human capital 

that changes as the composition of the labor force changes. The key 

assumption is that the quality of a particular type of labor—for 

example, a person of a given age, education, experience—is constant 

over time. Ho and Jorgenson (1999) provide methodological details.

21. Note that Mankiw, Romer, and Weil (1992) explicitly assume 

there are diminishing returns to accumulated inputs, , 

which places the model squarely in the neoclassical tradition.

22. Good et al. (1996), Griliches (1994, 1995), and Hall (1996) provide 

detailed surveys of the empirical literature.

23. Hall (1996) offers a number of reasons why R&D might lead to 

production spillovers such as reverse engineering, migration of 

scientists and engineers, and free dissemination of public R&D. 

Grossman (1996, particularly pp. 86-8) emphasizes the differences 

between R&D capital and tangible capital.

24. See Griliches (1992) for a discussion of this distinction.

25. Good et al. (1996) state that “most of these recent studies point in 

the direction that there is some effect of R&D spillovers on the 

productivity growth of the receiving industry or economies” (p. 39). 

Griliches (1992) states that “in spite of many difficulties, there has 

been a significant number of reasonably well-done studies all pointing 

in the same direction: R&D spillovers are present, their magnitude 

may be quite large, and social rates of return remain significantly 

above private rates” (p. S43). 

26. The conference proceedings in Munnell (1990) explore this issue. 

Aaron (1990) is a good example of important critiques of the Aschauer 

findings. Gramlich (1994) and Binder and Smith (1996) provide more 

recent reviews.

27. Measurement problems may be more severe for government 

capital because there are no markets for many types of such capital, 

which makes estimation of user costs difficult.

α β 1<+

28. One obvious difference between private and public investment is 

the financing mechanism. For example, the typical argument for 

government infrastructure investment is a traditional public-good 

argument that prevents returns from being recouped by the investor, 

which can lead to underprovision of the good. Gramlich (1990) 

discusses this in detail.

29. Brynjolfsson and Yang (1996) summarize earlier empirical work, 

Sichel (1997) provides a broad analysis of the impact of computers, 

and Triplett (1999a) presents a detailed critique of common 

explanations for the productivity paradox. Ultimately, one would like 

to answer a difficult counterfactual question—how fast would labor 

productivity have grown in the absence of computers?—but this is 

very difficult indeed. For example, the explosion of computing power 

occurred roughly contemporaneously with the well-known 

productivity slowdown, and one must distinguish the productivity 

impact of computers from the host of factors examined in that 

context. See Federal Reserve Bank of Boston (1980), Baily and Gordon 

(1988), Baily and Schultze (1990), and Wolff (1996) for a few 

examples of the extensive literature on the productivity slowdown.

30. There is strong agreement that adjusting the output of computers 

for quality change is appropriate, but there are dissenting views. 

Denison (1989) argues specifically against constant-quality price 

indexes for computers.

31. See Baily and Gordon (1988), Stiroh (1998a), Gordon (2000), 

Jorgenson and Stiroh (2000), and Oliner and Sichel (2000) for details 

on this fundamental distinction. This discussion is also relevant to the 

discussion of the renewed embodiment controversy below.

32. These empirical differences primarily reflect the time periods and 

output concepts. See Oliner and Sichel (2000) for details.

33. As an important caveat, Triplett (1996) shows that one must 

incorporate quality adjustments for all inputs to correctly allocate TFP 

across sectors to specific high-tech industries. His results suggest that 

falling prices of computers are in large part due to enormous technical 

progress in the production of semiconductors, a crucial intermediate 

input to computer production. See Oliner and Sichel (2000) for recent 

estimates.

34. Gordon (1989) provides a history of the early evolution of 

computers.
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35. Gordon (2000) summarizes this pessimistic view. Kiley (1999) 

presents a formal model of how computer investment could lower 

productivity due to large adjustment costs.

36. Reported relative price changes are based on Gordon (1990) and 

extended forward. This is a puzzling appeal to evidence, however, 

since the goal of Gordon’s monumental effort was to develop better 

output price measures and he explicitly states, “both input price and 

output price indexes treat quality change consistently” (p. 52). 

Moreover, this approach assumes no quality change in consumption 

goods, so measured relative price changes are more accurately thought 

of as the relative rate of technical change between these two.

37. In their introduction, Greenwood et al. (1997) seem to agree; they 

view their motivating facts as evidence of “significant technological 

change in the production of new equipment” (p. 342). Although they 

do calibrate a simple two-sector model, it is not fully integrated with 

their empirical work on the sources of growth and they reject it as an 

unreasonable explanation of balanced growth rates.

38. See Triplett (1989) for a survey.
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Actual Federal Reserve 
Policy Behavior and 
Interest Rate Rules

conomists attempting to approximate the policy behavior
of the Federal Reserve often have done so by estimating 

interest rate rules for the United States. In these rules, the variable 
on the left-hand side is the interest rate that the Federal Reserve is 
assumed to control, while the variables on the right-hand side are 

those that are assumed to affect Federal Reserve behavior. 
There have been numerous examples of estimated interest 

rate rules over the past forty years. The first appeared in Dewald 
and Johnson (1963), who regressed the Treasury bill rate on a 
constant, the Treasury bill rate lagged once, real GNP, the 
unemployment rate, the balance-of-payments deficit, and the 

consumer price index. The next example can be found in 
Christian (1968), followed by many others. In 1978, I added an 
estimated interest rate rule to my U.S. macroeconometric 
model (Fair 1978). Later, McNees (1986, 1992) estimated rules 
in which some of the explanatory variables were the Federal 
Reserve’s internal forecasts of different variables, and Khoury 

(1990) provided an extensive list of estimated rules through 
1986. More recently, Judd and Rudebusch (1998) estimated 
rules for various subsets of the 1970-97 period and Clarida, 
Galí, and Gertler (2000) estimated them for different Federal 
Reserve chairmen. 

An interesting question that arises from these studies is 

whether the policy behavior of the Federal Reserve has 
changed over time.  If one interprets such behavior as being 
approximated by a particular rule, this question can then be 
viewed as whether the coefficients in the rule have changed 

Ray C. Fair

Ray C. Fair is the John M. Musser Professor of Economics at Yale University. The views expressed are those of the author and do not necessarily reflect the 
position of the Federal Reserve Bank of New York or the Federal Reserve 
System.

• Several studies have attempted to model how 
the Federal Reserve makes policy choices 
affecting interest rates. These studies have 
yielded “rules” relating the interest rate that 
the Fed is assumed to control to a set of 
variables thought to affect Fed policy 
behavior. 

• Many of these studies conclude that interest 
rate rules do not have stable coefficient 
estimates over time—a finding that 
suggests structural change in the Fed’s 
policy behavior.

• A specification of an interest rate rule, estimated 
over the 1954:1–1979:3 and the 1982:4–1999:3 
periods, does pass a stability test.

• Nevertheless, the results show a large economic 
difference in the coefficient on inflation 
between the first and second periods, and the 
relatively restrained behavior of inflation in 
recent years makes it hard to determine 
whether there has been a structural break.

E
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over time. There seems to be a general view in the recent 
literature that estimated interest rate rules do not have stable 
coefficient estimates over time. For example, Judd and 
Rudebusch (1998, p. 3) observe that, “Overall, it appears that 
there have not been any great successes in modeling Federal 

Reserve behavior with a single, stable reaction function.”
It seems clear that the Federal Reserve’s policy behavior over 

the 1979:4-1982:3 period (which I refer to as the “early 
Volcker” period) differed from that of other periods.1  The 
stated policy of the Federal Reserve during this period was to 
focus more on monetary aggregates than it had done before. 

Any interesting stability question must therefore exclude this 
period, since any hypothesis of stability that includes it is quite 
likely to be rejected.  One obvious hypothesis to test is whether 
a rule’s coefficients were the same before 1979:4 as they were 
after 1982:3.  In a recent paper (Fair 2000), I tested this 
hypothesis using the 1978 specified rule mentioned above, and 

it was not rejected.  Further test results are presented in the next 
section of this article.

If one finds a rule that seems to be a good approximation of 
the Federal Reserve’s policy behavior, how should the residuals 
from the equation be interpreted? It is important to realize that 
estimated interest rate rules in general are not optimal.  If the 

Federal Reserve behaves by minimizing the expected value of a 
loss function subject to a model of the economy, its optimal 
rule depends on all the predetermined variables in the model. 
The coefficients in the optimal rule are a combination of the 

coefficients in the loss function and the coefficients in the 
model. In this case, any estimated rule is just an approximation 
of the optimal rule, where the approximation may or may not 

be any good. If we assume that the Federal Reserve optimizes, 
then the actual values of the interest rate are the optimal values, 
so a residual for an estimated rule is the difference between the 
predicted value from the rule and the optimal (actual) value.  
The residuals are “mistakes” made by the econometrician, not 
by the Federal Reserve. This line of reasoning is pursued 

later on.

Estimated Interest Rate Rules

The rule that I added to my U.S. macroeconometric model in 
1978 has been changed slightly over time.  The main modification 
has been the addition of a dummy variable term to account for 
the change in Federal Reserve operating procedure during the 
early Volcker period. As noted above, the Federal Reserve’s stated 
policy during this period was to focus more on monetary 

aggregates than it had done in the past.  The estimated interest 
rate rule already had the lagged growth of the money supply as an 
explanatory variable, and the change in policy was modeled by 
adding the lagged growth of the money supply multiplied by a 
dummy variable as another explanatory variable.  The dummy 
variable is 1 for the 1979:4-1982:3 period and 0 otherwise.  

The specification of the rule used in this article is

(1)  

where r is the three-month Treasury bill rate,  is the quarterly 
rate of inflation at an annual rate, u is the unemployment rate,  

 is the quarterly rate of growth of the money supply at an 
annual rate, and D1 equals 1 for 1979:4-1982:3 and 0 otherwise. 
The estimates of equation 1 for three different sample periods 
are presented in Table 1.2

The endogenous variables on the right-hand side of 
equation 1 are inflation and the unemployment rate, and the 

two-stage least squares technique is used to estimate the 
equation.  In the first-stage regression, inflation and the 
unemployment rate are regressed on a set of predetermined 
variables (the main variables in the U.S. model, which can be 
found at <http://fairmodel.econ.yale.edu>).  The predicted 
values from these regressions are then used in the second stage. 

One can look at these regressions as those used by the Federal 
Reserve to predict inflation and the unemployment rate, so one 
need not assume that the Federal Reserve has perfect foresight. 

If the Federal Reserve’s expectations of future values of 
inflation and the unemployment rate affect its current decision, 
these expectations should be added to equation 1.  A way to test 

this possibility is to add future values of inflation and the 
unemployment rate to equation 1 and then estimate it using 
Hansen’s (1982) method-of-moments estimator, where the 
instruments used are the main predetermined variables in the 
U.S. model.  Hansen’s method in this context is simply two-
stage least squares adjusted to account for the serial correlation 

properties of the error term.  The test is to see if the future 
values are statistically significant.  I have performed this test on 
various versions of my estimated interest rate rules using 
different lead lengths, and the lead values do not turn out to be 
significant.3 Thus, there is no evidence that future values are 

r α1 α 2 p· α3u α4∆u α5m· 1– α 6D1 m· 1–
α 7r 1– α8∆r 1– α9∆r 2– ε++++

×+++++=
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It seems clear that the Federal Reserve’s 

policy behavior over the 1979:4-1982:3 

period . . . differed from that of other 

periods. The stated policy of the Federal 

Reserve during this period was to focus 

more on monetary aggregates than it had 

done before.
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needed in equation 1, and they have not been used. Clarida, 
Galí, and Gertler (2000) use future values in many of their 
specifications, but they point out (p. 164) that their conclusions 
are not changed if they do not use these values.  

Equation 1 is a “leaning-against-the-wind equation.” The 

variable r is estimated to depend positively on the inflation rate 
and the lagged growth of the money supply and negatively on 
the unemployment rate and the change in the unemployment 
rate. Adjustment and smoothing effects are captured by the 
lagged values of r. The coefficient on the lagged money supply 
growth is more than ten times larger for the early Volcker 

period than it is for the period before or after—a finding that is 
consistent with the Federal Reserve’s stated policy of focusing 
more on monetary aggregates during this period.  This method 
of accounting for the Federal Reserve’s policy shift does not, of 
course, capture the richness of the change in behavior, but at 
least it seems to capture some of the change.

The Wald value in Table 1 is used to test the hypothesis that 
the coefficients in the 1954:1-1979:3 period are the same as 
those in the 1982:4-1999:3 period. (The early Volcker period is 
excluded from this test, so the D1 term is excluded.) The Wald 

statistic is presented in Andrews and Fair (1988, equation 3.6).  
It has the advantage of working under very general assumptions 
about the properties of the error terms and can be used when 
the estimator is two-stage least squares, which it is here. The 
Wald statistic is distributed as , with (in the present case) 

eight degrees of freedom.  The estimates of the equation for the 
two subperiods are presented in Table 1.  The value of the Wald 
statistic is 11.13, which has a p-value of .194. The hypothesis of 
equality thus is not rejected even at the 10 percent level.  

Equation 1, estimated for the entire 1954:1-1999 period, 
underwent a number of other tests.4 First, the lagged values of 

all the variables in the equation ( ) 
were added and the joint significance of these variables was 
tested.  The  value was 5.69, with five degrees of freedom, 
which has a p-value of .338.  Adding these variables 
encompasses a number of alternative hypotheses about the 
dynamics, and these hypotheses are rejected because the added 

variables are not significant.5 Second, the equation was 
estimated assuming first-order serial correlation of the error 
term.  The  value was 1.30, with one degree of freedom, 
which has a p-value of .255. Third, the percentage change in 

x
2

r 4– p· 1– u 2– m· 2– D1 m· 2–×, , , ,( )

x
2

x
2

Table 1

Estimated U.S. Interest Rate Rule

1954:1-1999:3 1954:1-1979:3 1982:4-1999:3 1954:1-1999:3

Coefficient  t-Statistic Coefficient  t-Statistic Coefficient  t-Statistic Coefficient   t-Statistic

Constant .855 5.42 .762 3.36 .409 1.93 .663 3.98

.071 4.17 .077 3.05 .145 3.30 .080 4.35

-.131 -4.18 -.114 -3.00 -.085 -2.29 -.111 -3.55

-.748 -6.05 -.380 -3.04 -.901 -4.53 -.567 -4.43

.014 2.26 .027 3.65 .001 0.16 .010 1.73

.219 9.71 - - .349 8.72

.916 47.32 .887 21.60 .939 36.17 .922 38.71

.210 3.75 .251 2.89 .280 2.88 .338 5.36

-.345 -6.71 -.225 -2.54 -.195 -2.26 -.357 -7.23

-.148 -3.40

.060 1.67

SE .471 .411 .317 .450

.971 .960 .970 .974

DW 1.85 1 1.820 2.09o 2.17o

Wald (p-value) 11.13 (.194)

Number

  of observations 183 103 68 183

Source: Author’s calculations.
Notes: The dependent variable is r. The estimation period is 1954:1-1999:3. The estimation technique is two-stage least squares. r  is the three-month
Treasury bill rate,  is the inflation rate, u is the unemployment rate, and  is the growth rate of the money supply. D1 equals 1 for 1979:4-1982:3, 
0 otherwise; D2 equals 1 for 1982:4-1999:3, 0 otherwise.
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real GDP was added (without excluding the change in the 
unemployment rate).  The  value was 0.51, with one degree 
of freedom, which has a p-value of .476.  Finally, an output gap 
variable and the change in the variable were added (without 
excluding the unemployment rate and the change in the 

unemployment rate).6  The  value was 2.43, with two degrees 
of freedom, which has a p-value of .297. Overall, the equation 
performs well in these tests.  The added variables, including the 
output gap and the change in the output gap, do not have 
additional explanatory power.  

When the unemployment rate and the change in the 

unemployment rate are added to the equation with the output 
gap and the change in the output gap already included, the  
value is 9.53, with two degrees of freedom, which has a p-value 
of .009.  The unemployment rate and the change in the 
unemployment rate thus have additional explanatory power.  

x
2

x
2

x
2

Since the output gap and the change in the output gap do not 
have such power, in this sense the unemployment rate 
dominates the output gap. Many interest rate rules in the 

literature use some measure of the output gap as an 
explanatory variable, and the current results suggest that the 
unemployment rate may be a better variable.  

Returning to the stability test, again note that the passing of 
this test is contrary to the overall view in the literature. One 
likely reason why the stability hypothesis generally has been 

rejected is that most tests have included the early Volcker 
period, which is clearly different from the periods before and 
after. The tests in Judd and Rudebusch (1998), for example, 
include the early Volcker period.  

Clarida, Galí, and Gertler (2000) do not perform any 
stability tests; they simply note that the coefficient estimates for 

the different periods look quite different, especially the 
inflation coefficient. The equations for the two subperiods in 
Table 1 also show a large difference in the inflation coefficient.  
For the first subperiod, the long-run coefficient is 0.68 [=.077/
(1.0 - .887)], and for the second subperiod it is 2.38 [=.145/(1.0 
- .939)]. The Clarida, Galí, and Gertler coefficients (p. 150) are 

.83 for their pre-Volcker period (1960:1-1979:2) and 2.15 for 
their Volcker-Greenspan period (1979:3-1996:4).

Although the inflation coefficients seem quite different in 
Table 1, the Wald test does not reject the hypothesis of stability. 
It could be, however, that the test had low power, so another 
test was performed. This test is represented in the last two 
columns of Table 1. It is based on the assumption that all the 

coefficients are constant across time, except for the inflation 
coefficient, which is postulated to be different in each of the 
three subperiods: 1954:1-1979:3, 1979:4-1982:3, and 1982:4-
1999:3, which I refer to as the “first,” the “early Volcker,” and 
the “second” periods, respectively.  The coefficient estimate for 

 is the estimated difference between the early Volcker 

period and the first period. This difference is not of much 
interest, however, since the added variable is just meant to 
dummy out the early Volcker period.  The estimated difference 
is negative and significant (with a t-statistic of -3.40).  The total 
coefficient for this period is -0.068 [= .080 - .148].  This 
negative value is not sensible, reflecting the fact that the early 

Volcker period is unusual and hard to model.  (This is why the 
period was completely ignored in the Wald test.)  

The coefficient estimate for   is the estimated 
difference between the second and first periods. This estimated 
difference is .060, with a t-statistic of 1.67, which is not 
significant at the 5 percent level for a two-tailed test.  Again, the 

long-run inflation coefficient for the second period of 1.79 
[= .080 + .060)/(1 - .922)] is noticeably larger than that for the 
first period of 1.03 [= .080/(1 - .922)].  

The results thus show a large economic, but not statistically 
significant, difference for the inflation coefficient between the 
first and second periods. One important fact to keep in mind is 

that the variance of inflation is much smaller in the second 
period than it is in the first. This can be seen from Chart 1, 
where inflation and the unemployment rate are plotted for the 
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Unemployment and Inflation: 1954:1-1999:3

Source: U.S. Department of Labor, Bureau of Labor Statistics.

One likely reason why the stability 

hypothesis generally has been rejected 

is that most tests have included the 

[1979:4–1982:3] period, which is clearly 

different from the periods before and after. 



FRBNY Economic Policy Review / March 2001 65

1954:1-1999:3 period.  The largest value of inflation in the 
second period is 5.33 percent, in 1990:1, and no other value is 
above 5 percent.  However, the largest value for the first period 
is 12.83 percent, in 1974:3, and twenty-nine other values are 

above 5 percent.
If inflation were to rise substantially in the future, it would 

make for an interesting test of whether there has been a 
structural change in Federal Reserve policy behavior. The third 
equation in Table 1 implies a much larger Federal Reserve 
response than the first equation does; the test is which equation 

predicts the actual Federal Reserve response better.  If the third 
equation is the better predictor, we will have strong evidence in 
favor of a shift in behavior from the earlier period.  If the first 

equation excels, it will suggest that focusing only on the post-

1982 period, when inflation has been low, has resulted in 
misleading estimates (in effect, a small-sample problem).  In 
short, although the statistical tests in this article suggest that 
there has not been a shift in behavior, more observations are 
needed—particularly high-inflation ones—before much 
confidence can be placed in any conclusion. 

Deviations from the Rule

Equation 1, estimated for the 1954:1-1999:3 period, was solved 
dynamically for this period using the actual values of inflation, 
the unemployment rate, and the growth of the money supply.  
Chart 2 plots the predicted values from this simulation along 

with the actual values, and the appendix table presents the 
values.  The actual values of inflation, the unemployment rate, 
and the growth of the money supply are also presented in the 
appendix table. For this exercise, the Federal Reserve is 
assumed to know the current values of inflation and the 
unemployment rate, since the actual values of these two 

variables are used.  
Nine subperiods appear in Chart 2.  They represent periods 

in which the actual values differ from the predicted values by 
noticeable amounts for a number of consecutive quarters.  
There are six quarters in the early 1960s in which the interest 

rate was noticeably higher than predicted: 1959:4, 1960:1, and 
1961:1-1961:4, and there are three subperiods from the mid-
1980s for which this was true: 1984:1-1985:2, 1988:4-1991:4, 
and 1994:4-1998:1.  Conversely, the interest rate was noticeably 
lower than predicted in the mid-1950s, in the late 1960s, and in 

two periods in the 1970s: 1955:2-1957:3, 1966:1-1969:2, 
1971:1-1973:2, and 1976:4-1978:2.  Chart 2 presents the 
average deviation for each of these subperiods in parentheses.  
The largest average deviation in absolute value is -1.87 
percentage points, for the 1971:1-1973:2 period. 

Taylor (1999) presents charts similar to Chart 2 using 
calibrated interest rate rules, and he interprets the deviations as 
policy mistakes. According to this interpretation, Chart 2 
shows that the Federal Reserve’s policy was too tight in the early 
1960s, too loose in the late 1960s and in about half of the 1970s, 
and too tight in the mid-1980s, the late 1980s to early 1990s, 

and part of the second half of the 1990s. 
However, if the Federal Reserve is behaving optimally, then 

the deviations are actually errors made by the econometrician.  
At each Federal Open Market Committee meeting, the Federal 
Reserve clearly knows more than is reflected in the rule, even if 

Although the statistical tests in this article 

suggest that there has not been a shift in 

behavior, more observations are needed 

. . . before much confidence can be 

placed in any conclusion.  
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it is not formally solving an optimal control problem. According 
to this interpretation, deviations from the rule can be viewed as 
the use of more information by the Federal Reserve.

The Stabilization Effectiveness 
of Rules

There is a large literature examining the stabilization 
effectiveness of different interest rate rules. The general 
approach in this literature is to choose a rule and then use a 
model of the economy to examine how the economy would 

have behaved under the rule.7 Using a calibrated model of the 
economy, Clarida, Galí, and Gertler (2000) show that interest 
rate rules with inflation coefficients less than 1 can be 
destabilizing. They then criticize the Federal Reserve’s pre-1979 
policy for being too timid, but praise it after 1979. This 
evaluation of policy is based on the assumption that there was 

a change in behavior after 1979: the Federal Reserve used a 

coefficient less than 1 before that year and a coefficient greater 
than 1 after it. 

A different conclusion about interest rate rules is reached in 
Fair (2000) using the U.S. model mentioned above. Stochastic 
simulation was used to compute variances of the endogenous 
variables for different rules.8 The simulation period was 

1993:1-1998:4. 
The estimated rule in this article—estimated for the 1954:1-

1999:2 period—was first tried. The variances using this rule for 
real output, the price level, and the Treasury bill rate are 
presented in the first row of Table 2. Two calibrated rules were 

then tried.  The first was the Taylor rule, which has a coefficient 
of 0.5 on the output gap and 1.5 on inflation. The second was 
a rule with a coefficient of 0.5 on the output gap but only 0.25 
on inflation; this will be called the “.25 rule.” The variances 
using these two rules are presented in the second and third 
rows of  Table 2, respectively.

Compared with the estimated and .25 rules, the Taylor rule 
achieved a lower price level variance (0.61, versus 0.69 and 0.71) 
at the cost of a considerably higher interest rate variance (2.86, 
versus 1.14 and 1.19). Some insight into this result can be 

gleaned from a property of the price equation in the U.S. model, 
which is that the price level responds only modestly to demand 
(a common feature of most estimated price equations).  Since 
the interest rate affects the price level primarily through its effects 
on demand, the price level responds only modestly to interest 

rate changes.  The Taylor rule has a large coefficient on inflation, 
so a large price shock leads to a large change in the interest rate, 
but this in turn has only a modest impact on offsetting the effects 
of the price shock.  For a rule like the estimated or the .25 rule, 
the interest rate responds much less to a price shock, so the 
interest rate variance is smaller.  The cost of a smaller interest rate 

response in terms of offsetting the effects of the price shock is 
modest because of the modest effect of the interest rate on the 
price level. 

Why are the estimated and .25 rules not destabilizing, as 
they would be in the Clarida, Galí, and Gertler model? The 
answer is that the response of output to a price shock is much 

different in that model than it is in the U.S. model.  Consider a 
positive price shock with no change in the nominal interest 
rate.  In the Clarida, Galí, and Gertler model, this shock is 
expansionary because the real interest rate, which has a 
negative effect on output, is lower.  In the U.S. model, however, 
a positive price shock with no change in the nominal interest 

rate is contractionary. In the short run, the aggregate price level 
rises more than wage rates rise, so a fall in real income occurs.  
Real wealth also falls.  These effects are contractionary on 
demand.  In addition, the empirical results suggest that 
households respond to nominal interest rates and not real 
interest rates, so there is no positive household response to 

lower real interest rates.  The net effect of a positive price shock 
with no change in the nominal interest rate is contractionary in 
the U.S. model.  If this is true, then the Federal Reserve, in 
response to a positive price shock, does not have to increase the 
nominal interest rate more than the increase in inflation to 

Table 2

Variability Estimates

Y P r

Estimated rule 4.12 0.69 1.14

Calibrated rule (1.50, Taylor) 4.04 0.61 2.86

Calibrated rule (.25) 3.57 0.71 1.19

Source: Author’s calculations.
Notes: The simulation period is 1993:1-1998:4. Y is real GDP, P is the GDP 
deflator, and r is the three-month Treasury bill rate. The variability
measures are the squares of percentage points. The rules are described 
in the text.

The judging of interest rate rules . . . can be 

sensitive to the economic model used.
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achieve a contraction.  There will be a contraction even if there 
is no increase in the nominal interest rate at all!

The judging of interest rate rules therefore can be sensitive to 
the economic model used.  Using an economic model in which 
positive price shocks are expansionary—as Clarida, Galí, and 

Gertler do—leads to a much different conclusion than using a 

macroeconometric model like the U.S. model, in which positive 
price shocks are contractionary. Using small, calibrated models 
to make policy conclusions is risky if the models are at odds 
with more empirically based ones. It may be that the 
specification and calibration have not captured reality well.  
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Quarter r u Quarter r u

1954:1 1.08 0.41 0.67 1.99 5.23 0.85 1967:1 4.53 5.67 -1.14 -0.27 3.81 6.10

1954:2 0.81 0.27 0.55 1.29 5.78 3.69 1967:2 3.66 5.54 -1.88 1.68 3.81 -0.54

1954:3 0.87 0.36 0.51 0.75 5.97 10.01 1967:3 4.34 5.72 -1.37 3.01 3.78 18.80

1954:4 1.04 1.23 -0.19 0.75 5.36 -1.09 1967:4 4.79 6.37 -1.59 2.72 3.92 6.92

1955:1 1.26 1.94 -0.68 1.23 4.71 6.45 1968:1 5.06 6.65 -1.59 4.98 3.73 3.60

1955:2 1.61 2.52 -0.91 2.00 4.38 0.17 1968:2 5.51 6.86 -1.35 3.97 3.54 0.89

1955:3 1.86 3.10 -1.24 3.79 4.11 5.58 1968:3 5.23 6.96 -1.73 3.48 3.51 15.26

1955:4 2.35 3.27 -0.93 2.89 4.21 -3.17 1968:4 5.58 7.23 -1.65 5.07 3.39 13.59

1956:1 2.38 3.53 -1.15 1.42 4.03 2.33 1969:1 6.14 7.69 -1.55 4.09 3.38 -1.31

1956:2 2.60 3.48 -0.89 2.67 4.19 0.92 1969:2 6.24 7.75 -1.51 4.99 3.42 1.15

1956:3 2.60 3.85 -1.25 3.58 4.13 1.76 1969:3 7.05 7.53 -0.49 4.64 3.59 6.25

1956:4 3.06 3.91 -0.85 1.34 4.10 0.27 1969:4 7.32 7.83 -0.52 4.54 3.58 7.88

1957:1 3.17 4.44 -1.27 4.30 3.95 1.29 1970:1 7.26 7.17 0.09 3.23 4.16 9.29

1957:2 3.16 4.29 -1.14 1.55 4.06 -0.04 1970:2 6.75 6.74 0.01 5.08 4.75 5.13

1957:3 3.38 4.30 -0.91 2.96 4.21 1.14 1970:3 6.37 6.24 0.13 3.13 5.17 21.44

1957:4 3.34 3.70 -0.36 0.35 4.92 -4.16 1970:4 5.36 5.94 -0.59 3.07 5.80 -14.35

1958:1 1.84 2.28 -0.45 0.20 6.28 3.48 1971:1 3.86 5.60 -1.74 6.21 5.91 16.99

1958:2 1.02 0.83 0.18 -1.11 7.36 0.06 1971:2 4.21 5.84 -1.63 4.99 5.91 10.58

1958:3 1.71 1.07 0.64 0.38 7.31 10.24 1971:3 5.05 6.40 -1.35 4.27 5.98 12.58

1958:4 2.79 2.30 0.49 0.18 6.35 2.60 1971:4 4.23 6.44 -2.21 3.63 5.95 -12.19

1959:1 2.80 2.73 0.07 1.33 5.80 4.84 1972:1 3.44 5.90 -2.46 5.42 5.77 18.84

1959:2 3.02 2.94 0.08 0.56 5.10 0.75 1972:2 3.75 6.17 -2.42 2.89 5.66 6.14

1959:3 3.53 2.85 0.68 1.15 5.29 3.41 1972:3 4.24 6.56 -2.32 4.25 5.58 10.20

1959:4 4.30 2.60 1.70 0.20 5.59 -4.99 1972:4 4.85 6.91 -2.06 5.71 5.30 5.01

1960:1 3.94 2.88 1.06 1.15 5.16 0.58 1973:1 5.64 7.28 -1.64 6.29 4.95 5.95

1960:2 3.09 2.58 0.51 2.17 5.23 -0.27 1973:2 6.61 7.53 -0.92 7.96 4.89 12.45

1960:3 2.39 2.16 0.23 -0.40 5.55 5.29 1973:3 8.39 7.86 0.53 7.90 4.79 -0.09

1960:4 2.36 1.73 0.63 0.40 6.25 -2.63 1973:4 7.46 7.99 -0.52 7.10 4.77 8.46

1961:1 2.38 1.31 1.06 -0.72 6.77 7.69 1974:1 7.60 7.39 0.21 11.47 5.09 3.25

1961:2 2.32 1.02 1.30 -1.25 6.97 1.10 1974:2 8.27 8.11 0.16 11.67 5.16 8.56

1961:3 2.32 1.15 1.17 1.18 6.75 6.72 1974:3 8.29 8.36 -0.07 12.83 5.58 -0.63

1961:4 2.48 1.76 0.71 1.67 6.17 0.74 1974:4 7.34 7.42 -0.09 10.37 6.56 4.82

1962:1 2.74 2.31 0.43 1.65 5.61 1.94 1975:1 5.87 5.78 0.09 8.26 8.22 3.38

1962:2 2.72 2.51 0.21 1.83 5.48 0.66 1975:2 5.40 4.94 0.46 4.83 8.83 20.43

1962:3 2.86 2.25 0.61 -0.59 5.54 3.09 1975:3 6.34 5.74 0.59 7.30 8.47 -1.66

1962:4 2.80 2.40 0.40 1.44 5.51 4.82 1975:4 5.68 6.00 -0.32 6.69 8.26 1.03

1963:1 2.91 2.24 0.67 1.96 5.78 1.22 1976:1 4.95 5.78 -0.82 6.84 7.72 10.21

1963:2 2.94 2.27 0.67 -0.28 5.68 2.46 1976:2 5.17 5.83 -0.66 4.44 7.53 7.94

1963:3 3.28 2.40 0.88 0.63 5.49 6.50 1976:3 5.17 5.95 -0.78 6.87 7.70 0.20

1963:4 3.50 2.54 0.95 1.88 5.57 3.77 1976:4 4.70 5.68 -0.98 6.81 7.73 9.49

1964:1 3.54 2.65 0.88 1.67 5.46 1.58 1977:1 4.62 5.92 -1.29 8.93 7.49 12.65

1964:2 3.48 2.83 0.65 1.43 5.22 2.70 1977:2 4.83 6.50 -1.67 7.76 7.10 6.01

1964:3 3.50 3.11 0.39 1.83 4.99 15.32 1977:3 5.47 6.71 -1.24 6.66 6.86 9.01

1964:4 3.69 3.38 0.31 0.91 4.95 1.87 1977:4 6.14 7.02 -0.89 7.22 6.61 6.38

1965:1 3.90 3.69 0.21 3.76 4.87 0.21 1978:1 6.41 7.14 -0.73 6.46 6.33 7.82

1965:2 3.88 3.92 -0.04 2.10 4.66 -1.29 1978:2 6.48 7.50 -1.02 10.04 6.00 9.66

1965:3 3.86 4.22 -0.36 2.94 4.35 14.91 1978:3 7.32 7.66 -0.34 9.69 6.02 7.52

1965:4 4.16 4.85 -0.69 3.94 4.10 6.35 1978:4 8.68 8.00 0.68 7.77 5.88 6.20

1966:1 4.63 5.44 -0.81 4.27 3.85 4.27 1979:1 9.36 8.15 1.21 9.05 5.88 4.53

1966:2 4.60 5.63 -1.03 2.82 3.81 -3.27 1979:2 9.37 8.11 1.26 9.66 5.71 11.85

1966:3 5.05 5.64 -0.60 4.17 3.75 7.59 1979:3 9.63 8.15 1.48 11.57 5.87 14.40

1966:4 5.25 6.02 -0.77 3.03 3.68 2.31 1979:4 11.80 11.57 0.24 9.64 5.94 5.69

Source: Author’s calculations.
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Quarter r u Quarter r u

1980:1 13.46 12.89 0.57 11.85 6.30 -0.09 1990:1 7.76 5.76 2.00 5.33 5.30 7.95

1980:2 10.05 10.98 -0.93 6.63 7.32 8.29 1990:2 7.77 5.83 1.94 3.06 5.34 7.30

1980:3 9.24 10.93 -1.69 9.14 7.68 10.40 1990:3 7.49 5.54 1.95 4.25 5.69 1.88

1980:4 13.71 14.17 -0.46 9.07 7.40 0.82 1990:4 7.02 5.09 1.93 4.44 6.11 -0.32

1981:1 14.37 14.92 -0.55 9.42 7.43 8.48 1991:1 6.05 4.38 1.67 1.12 6.57 8.13

1981:2 14.83 14.68 0.15 7.59 7.40 3.71 1991:2 5.59 3.92 1.67 0.91 6.82 6.62

1981:3 15.09 14.62 0.47 8.00 7.42 2.47 1991:3 5.41 3.93 1.48 1.06 6.85 10.89

1981:4 12.02 13.49 -1.47 6.70 8.24 9.85 1991:4 4.58 3.71 0.88 1.40 7.10 6.76

1982:1 12.90 13.50 -0.60 4.72 8.84 -0.25 1992:1 3.91 3.22 0.69 2.34 7.38 20.21

1982:2 12.36 12.99 -0.63 3.73 9.43 -0.39 1992:2 3.72 3.25 0.48 2.62 7.60 4.67

1982:3 9.71 10.88 -1.17 4.40 9.94 13.74 1992:3 3.13 3.20 -0.07 1.99 7.63 14.48

1982:4 7.94 8.90 -0.97 3.10 10.68 13.26 1992:4 3.08 3.30 -0.22 2.52 7.41 15.11

1983:1 8.08 8.72 -0.64 2.03 10.40 15.76 1993:1 2.99 3.75 -0.76 3.16 7.15 3.32

1983:2 8.42 8.82 -0.40 3.17 10.10 9.50 1993:2 2.98 3.65 -0.67 2.64 7.07 12.98

1983:3 9.19 8.69 0.49 3.93 9.36 7.39 1993:3 3.02 3.82 -0.80 1.51 6.80 12.56

1983:4 8.79 8.71 0.08 3.65 8.54 3.38 1993:4 3.08 3.93 -0.85 1.82 6.62 7.32

1984:1 9.13 8.20 0.93 2.79 7.87 19.73 1994:1 3.25 3.81 -0.56 0.99 6.56 7.10

1984:2 9.84 8.45 1.39 4.19 7.48 3.06 1994:2 4.04 4.10 -0.06 2.21 6.17 -1.27

1984:3 10.34 7.89 2.45 2.44 7.45 -2.33 1994:3 4.51 4.28 0.23 3.49 6.00 0.93

1984:4 8.97 7.28 1.70 2.75 7.28 10.01 1994:4 5.28 4.30 0.98 1.90 5.62 -0.86

1985:1 8.18 6.47 1.72 3.14 7.28 6.49 1995:1 5.78 4.37 1.41 2.69 5.47 0.39

1985:2 7.52 6.40 1.12 2.66 7.29 11.81 1995:2 5.62 3.98 1.65 2.46 5.68 1.17

1985:3 7.10 6.33 0.77 2.94 7.21 22.83 1995:3 5.38 3.71 1.67 1.93 5.67 -3.19

1985:4 7.15 6.53 0.61 3.35 7.05 5.61 1995:4 5.27 3.63 1.64 1.13 5.58 -0.56

1986:1 6.89 6.22 0.67 0.58 7.02 16.02 1996:1 4.95 3.69 1.26 2.25 5.54 -2.56

1986:2 6.13 5.73 0.40 1.33 7.18 19.97 1996:2 5.04 3.64 1.40 2.06 5.48 1.35

1986:3 5.53 5.76 -0.23 3.24 6.99 7.98 1996:3 5.14 3.91 1.22 1.50 5.27 6.17

1986:4 5.34 5.75 -0.41 2.17 6.84 31.13 1996:4 4.97 3.84 1.13 0.77 5.31 -3.21

1987:1 5.53 6.21 -0.67 2.91 6.62 -6.63 1997:1 5.06 3.85 1.21 3.01 5.23 5.72

1987:2 5.73 6.23 -0.50 3.41 6.28 8.51 1997:2 5.07 4.08 0.99 0.23 4.98 4.45

1987:3 6.03 6.31 -0.28 3.50 6.01 4.41 1997:3 5.06 4.15 0.91 1.04 4.86 -1.30

1987:4 6.00 6.25 -0.25 3.09 5.87 0.36 1997:4 5.09 4.24 0.85 1.05 4.67 6.14

1988:1 5.76 6.04 -0.28 2.96 5.73 9.72 1998:1 5.05 4.23 0.82 -0.18 4.65 4.30

1988:2 6.23 6.24 -0.01 4.21 5.49 10.22 1998:2 4.98 4.43 0.55 1.03 4.42 3.12

1988:3 6.99 6.43 0.56 3.69 5.49 0.46 1998:3 4.82 4.34 0.48 0.94 4.53 4.01

1988:4 7.70 6.43 1.27 3.88 5.35 -3.86 1998:4 4.25 4.39 -0.14 0.13 4.43 8.42

1989:1 8.53 6.29 2.24 4.14 5.22 2.99 1999:1 4.41 4.61 -0.20 1.96 4.28 2.44

1989:2 8.44 6.22 2.22 4.80 5.24 3.42 1999:2 4.45 4.94 -0.48 2.02 4.26 0.66

1989:3 7.85 5.74 2.11 2.30 5.28 -0.61 1999:3 4.65 4.92 -0.27 1.45 4.22 -2.80

1989:4 7.63 5.46 2.17 3.25 5.37 0.03

r̂ r r̂– p· m· r̂ r r̂– p· m·

Appendix: Variable Values, 1954:1-1999:3 (Continued)
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1. Paul Volcker was chairman of the Federal Reserve between 1979:3 

and 1987:2, but the period in question is only 1979:4 to 1982:3.

2. The data used for all estimates and tests in this article, including 

the data on the first-stage regressors, are available at <http://

fairmodel.econ.yale.edu>. The results can be duplicated by 

downloading the data and some software from the site. The price 

variable used to construct the inflation variable is the price deflator for 

domestic sales.  This variable was used in Fair (1978), and has been 

used ever since in equation 1.  The three-month Treasury bill rate is 

used for the interest rate.  Although in practice the Federal Reserve 

controls the federal funds rate, the quarterly average of the federal 

funds rate and the quarterly average of the three-month Treasury bill 

rate are so highly correlated that it makes little difference which rate is 

used in estimated interest rate rules using quarterly data.  The money 

supply data are from the Flow of Funds Accounts of the Board of 

Governors of the Federal Reserve System.

3. See Fair (1994, Chapter 5) for the use of this test.  The latest tests are 

available at <http://fairmodel.econ.yale.edu>.

4. See Fair (1994, Chapter 4) for a general discussion of these types 

of tests.

5. See Hendry, Pagan, and Sargan (1984).

6. The output gap measure used is (YS - Y)/YS, where Y is actual output 

and YS is a measure of potential output. These variables are in the U.S. 

model, which can be found at <http://fairmodel.econ.yale.edu>. YS is 

computed as potential productivity � potential employment, where 

both potential series are computed from peak-to-peak interpolations.

7. See, for example, Feldstein and Stock (1993), Hall and Mankiw 

(1993), Judd and Motley (1993), Clark (1994), Croushore and Stark 

(1994), Thornton (1995), Fair and Howrey (1996), Rudebusch (1999), 

Fair (2000), and Clarida, Galí, and Gertler (2000). Taylor (1985, p. 61, 

fn. 1) cites much of the literature prior to 1985.

8. In the following discussion, “variance” is used to refer to a 

particular measure of variability, not an actual variance.  Variances of 

endogenous variables differ over time, and the variability measure is 

roughly an average of the quarterly variances across time.
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Leading Economic Indexes 
for New York State 
and New Jersey

espite the unusual length of the current expansion, few 
economists are ready to repudiate the business cycle. In 

particular, imbalances in the U.S. economy may develop rather 
quickly and result in either a slowdown or actual contraction in 
economic activity. The pattern of recurrent transitions between 

periods of economic expansion and contraction is of practical 
interest to consumers, businesses, and the government. In 
advance of a likely contraction, households may want to defer 
spending, businesses may seek to adjust product lines, and 
policymakers may need time to change plans and budgets. 
Moreover, in the midst of a lengthy contraction, retailers would 

like advance notice of an upturn in order to increase 
inventories before demand revives.

The empirical regularities that characterize the U.S. business 
cycle have been the subject of considerable economic research. 
Arthur Burns and Wesley Mitchell are among the pioneers who 
provided a systematic study of these features. An outcome of 

their research was the identification of coincident and leading 
indicators of economic activity. These indicators provide the 
basis for the development of coincident and leading indexes—
composite measures intended to gauge the current level of 
economic activity and predict its future course. Macro- 
economists, however, have expressed concern about the 

methodology used to construct the indexes. Because the 

James Orr is a research officer, Robert Rich a senior economist, and Rae Rosen 
a senior economist and public information officer at the Federal Reserve Bank 
of New York.
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• New indexes of leading economic indicators, 
presented in this article, can help predict the 
future course of economic activity in New York 
State and New Jersey.

• The leading indexes provide a basis for 
constructing separate indexes that estimate 
the probability of a recession or expansion 
occurring in the states within a nine-month 
period.

• The historical performance of the leading 
indexes suggests that they effectively 
summarize information about future 
economic trends beyond that offered 
by other indicators. The recession and 
expansion indexes prove particularly 
reliable in forecasting cyclical changes 
in state economic activity.

James Orr, Robert Rich, and Rae Rosen

D
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business cycle lacks a precise definition, the approach is largely 
judgmental and the indexes do not have well-defined statistical 
properties. In addition, movements in the indexes do not lend 
themselves to a straightforward interpretation. Although the 
indexes may be easy to understand at a conceptual level, it is 

not entirely clear what they are actually measuring.
In a series of papers, Stock and Watson (1989, 1991, 1993) 

attempt to provide a formal analysis of coincident and leading 
indexes for the United States. Incorporating the idea that the 
U.S. business cycle represents broad-based contractions and 

expansions in economic activity, the authors develop a model 
that estimates a common unobserved factor across a set of 

coincident indicators. This common factor is assumed to 
represent the shared influence of “the state of the economy” on 
the indicators, and is identified as the coincident index. 
Because the leading index is designed to predict changes in “the 
state of the economy,” Stock and Watson define the leading 
index as the forecasted growth in the coincident index.

If national business cycles mirrored those at the state level, 
then the indexes discussed above might be sufficient for 
summarizing and forecasting regional economic activity. 
However, economic fluctuations at the national level are not 
reflected evenly throughout the fifty states. During the 1980s 
and 1990s, the nation’s recessions and expansions were 

characterized as bicoastal, led by the “rust belt,” and, later still, 
led by the revitalized “industrial heartland.” Different regions 
of the country clearly led and lagged changes in the nation’s 
economy. Moreover, while single variables are often used as 
shorthand measures for gauging the current level or future 
course of state economic activity, they may be too narrow in 

scope or released too late to serve as a useful guide.1

This article describes a method by which we may more 
accurately predict regional economic activity. Specifically, we 
develop an index of leading economic indicators (LEI) for 
New York State and for New Jersey over the 1972-99 period. 
We extend our earlier work (Orr, Rich, and Rosen 1999), which 

uses the dynamic factor model of Stock and Watson (1989, 
1991) to estimate an index of coincident economic indicators 
(CEI) for each state and to date each state’s business cycles. We 
define the LEI as the forecasted growth in each state’s CEI over 
a nine-month horizon. The forecasts are constructed using a 

single-equation model, where the set of leading indicators 
includes the national index of leading economic indicators and 
an interest rate spread as well as state-level changes in the CEI 
and housing permits. 

We then develop a recession index and an expansion index 

for New York State and for New Jersey. The indexes estimate 
the probability of a recession or expansion in each state over 
the next nine months. To construct the indexes, we define 
recessionary and expansionary patterns in terms of future 
growth sequences in the CEI. We then calculate the indexes by 
using simulation techniques—Monte Carlo methods—to 

evaluate the likelihood of observing the recessionary and 
expansionary patterns.

We find that the movements of our recession and expansion 
indexes show a close relationship with the behavior of our LEI 
for New York State and New Jersey. The indexes therefore 
allow us to extend the informational content of our LEI by 

estimating the probability of an upcoming cyclical change in 
each state’s economic activity.

In the next section, we provide a brief history and 
description of state indexes of leading economic indicators. 
We then discuss the construction of our leading indexes for 
New York State and New Jersey and provide details on the 

methodology used to estimate our recession and expansion 
indexes. Finally, we present the empirical results and examine 
the within-sample and out-of-sample performance of the 
indexes. 

Existing State Indexes of Leading 
Economic Indicators

Although a national index of leading economic indicators has 
been developed to signal future turning points in aggregate 

economic activity, similar indexes at the state level are not 
widely available. In addition to the indexes developed in this 

article, leading indexes are regularly reported for only three 
states—New Jersey, Pennsylvania, and Texas.2

A key factor constraining the evaluation of leading indexes 
at the state level is that, unlike the nation, states do not have 

formally designated business cycles.3 Therefore, an index of 
coincident economic indicators for each state is usually 

constructed prior to the development of an index of leading 
economic indicators.4 Peaks and troughs in the coincident 
index can then be used to date state business cycles.5 Monthly 

coincident and leading indexes for Texas were developed in 
1988 and refined in 1990 (Phillips 1988, 1990). Since 1994, the 

Federal Reserve Bank of Philadelphia has published monthly 

Coincident and leading indexes [are] 

composite measures intended to gauge 

the current level of economic activity 

and predict its future course.
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indexes of coincident economic indicators for Pennsylvania 
and New Jersey and introduced an index of leading economic 

indicators for the two states in 1996 (Crone 1994; Crone and 
Babyak 1996).6

Important issues in the construction of a leading index 
include the selection of variables and the method of combining 
the variables into a single composite measure. For Texas, the 
index of leading economic indicators is constructed as a 
weighted average of leading variables. A variable is included in 
the leading index if changes in its past values (of at least two 

months) are highly correlated with current changes in the 
coincident index. The resulting leading index contains a total 
of nine variables, six of which are: two state counterparts to 
variables entering the national index of leading economic 
indicators (average weekly hours worked in manufacturing and 
initial claims for unemployment insurance); two variables that 

point to the future performance of the oil industry (new well 
permits and real oil prices); an indicator of international 
competitiveness (a Texas trade-weighted value of the dollar); 

and the national index of leading economic indicators.7 Three 
other state variables are included: a state help-wanted index, 
real retail sales, and an index of the real stock prices of Texas-
based companies. Each variable is assigned a weight that 

emphasizes the cyclical timing of the series. This procedure is 
similar to the one used by the U.S. Department of Commerce 
in assigning weights to the variables entering the national index 
of leading economic indicators.

For Pennsylvania and New Jersey, Crone and Babyak (1996) 

adopt a forecasting approach, similar to the one used by Stock 
and Watson (1989), to construct an index of leading economic 

indicators. The leading index for each state is a forecast of the 

change in its coincident index over the next nine months. For 
Pennsylvania, the forecasting equation includes four state 

variables: the number of new housing permits, initial claims for 
unemployment insurance, an index of local vendor delivery 

time, and lagged values of the coincident index; and an interest 

rate spread measuring the difference between the rates on ten-
year Treasury bonds and one-year Treasury bills. Similar 

variables are used in the construction of the New Jersey LEI, 

except that the vendor delivery index is excluded and the 
interest rate spread measures the difference between the rates 

on six-month commercial paper and six-month Treasury bills. 
The weight of each variable in the leading index is determined 

by its estimated coefficient in the forecasting equation.

For the purpose of forecasting recessions and expansions, a 
procedure must be established that translates movements in 
the leading index into a signal about future turning points in 
economic activity. Crone and Babyak (1996) adopt a rule of 
thumb in which three consecutive negative (positive) readings 
of the leading index signal an upcoming recession (expansion).8 

Based on that rule, the indexes for Pennsylvania and 
New Jersey have done reasonably well in forecasting recessions, 
although not as well in forecasting expansions.9

Phillips (1990) uses an alternative approach that converts 
the current reading of the Texas LEI into the probability of a 

recession or expansion. The probability is computed by 
calculating the likelihood that the current reading of the LEI 
would occur during a recession or expansion and then 
modifying the value based on the probability for the previous 

period. A probability greater than 90 percent is taken as a 
strong signal of an impending recession or expansion.10

Indexes of Future Economic Activity 
for New York State and New Jersey

This section describes the construction of the indexes of lead-
ing economic indicators for New York State and New Jersey 

as well as the recession and expansion indexes. We begin by 
specifying a model that links the LEI to near-term growth in 
the coincident index for each state. The analysis then turns to a 

discussion of the use of the LEI to forecast recessions and 
expansions. To motivate the design of the recession and 

expansion indexes, we initially examine a popular rule of 
thumb that uses the behavior of the LEI to signal future 
recessions and expansions. To improve upon its features and 

performance, we propose a slight modification to this rule. We 
argue that one advantage of our modification is an increased 
lead time in generating a recession or expansion signal. More 

importantly, however, our modification provides the basis for 
the construction of the recession index and expansion index, 

which estimate, respectively, the probability of a future 
recession or expansion. Unlike conventional rules of thumb, 
the indexes are defined over a continuous probability range.

It is worth noting that we rely on different definitions of 
recessions and expansions for two aspects of the analysis. In the 
absence of a timely and fully reliable indicator of future 

Although a national index of leading 

economic indicators has been developed 

to signal future turning points in aggregate 

economic activity, similar indexes at the 

state level are not widely available.
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Chart 1

Indexes of Coincident Economic Indicators
October 1969–November 1999

Index: July 1992 = 100

Source: Authors’ calculations.

Note: The shading indicates state recessions as determined 
by the authors. 
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recessions and expansions at the state level, we generate 
forecasts of these events by defining them on an ex ante basis in 
terms of future growth sequences in the coincident index. 
However,  we date state business cycles, and hence evaluate the 
performance of the recession/expansion forecasts, by 

identifying peaks and troughs in the coincident index on an 
ex post basis. Although our approach might suggest some 
inconsistency, it parallels the approach often taken at the 
national level. For example, the NBER’s dating of recessions 
normally occurs some time after a turning point has been 
realized.11 In addition, the lack of a timely and fully reliable 

indicator of future recessions and expansions at the national 
level typically requires the adoption of some definition of 
recessions and expansions for forecasting purposes.12

The Leading Economic Index

Following the analyses of Stock and Watson (1989) and Crone 
and Babyak (1996), the indexes of leading economic indicators 
for New York State and New Jersey are forecasts of the change 
in the state’s index of coincident economic indicators. Chart 1 

extends the work of Orr, Rich, and Rosen (1999) and plots the 
CEI for each state, where the indexes are constructed using the 
methodology developed in Stock and Watson (1989, 1991) and 
the shading indicates state recessions.13 As discussed in Orr, 
Rich, and Rosen, the cycles for New York State and New Jersey 
are broadly similar to those at the national level, although there 

are marked differences across some episodes with regard to 
timing, duration, and magnitude.

To construct the LEI, we select the nine-month forecasting 
horizon adopted in Crone and Babyak (1996) and specify the 
following regression equation:

(1) ,

where  is the (annualized) growth in the CEI between 
month t and month t+9,  is a set of leading variables available 

in month t used to forecast ,  denotes the coefficients 
relating the leading variables to future growth in the CEI, and 

 is a mean-zero error term.14

By its definition, the LEI can be recovered from the 
estimation of equation 1 as:

(2) ,

where  is the predicted nine-month growth rate in the 
CEI in month t and  denotes the estimated coefficients of the 

model.
Before turning our attention to the issue of forecasting 

recessions and expansions, there are two points about the 
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leading index and our methodology that merit discussion. 
First, the single-equation approach contrasts with Stock and 
Watson (1989) and Crone and Babyak (1996), who use a vector 
autoregression (VAR) model to construct the leading index.15 
An advantage of our framework is that it is tractable and very 
easy to interpret. Specifically, it allows us to consider a direct 

relationship between the quantity of interest ( ) and 
observed values of the leading variables, rather than relying on 
a sequence of forecasted values that must be derived in a 
recursive manner. In addition, equation 1 involves the 
estimation of a relatively small number of parameters 
compared with a VAR system. This is consistent with the 

principle of parsimony and helps reduce the risk of overfitting 
the data.

Second, there is a technical issue that arises from the use of 
overlapping data in equation 1. Specifically, the forecasting 
horizon of the CEI exceeds the sampling interval of the data. 
Consequently, the error term in equation 1 is not precluded 

from displaying autocorrelation. Although this feature of the 
data does not invalidate the use of conventional techniques to 
estimate the parameters of equation 1, the standard errors need 
to be calculated using methods designed to account for 
autocorrelation of the disturbance terms.16

∆Ĉt
t 9+
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The Recession and Expansion Indexes

The central reason for developing a leading index is to obtain a 
series capable of providing a reliable signal about recessions 
and expansions. It is important to note that by itself, a leading 

index conveys only qualitative information about the future 
course of fluctuations in economic activity. That is, its design is 
primarily intended to generate turning points that precede 
those associated with the business cycle. From a quantitative 
perspective, however, a leading index does not offer a 
probabilistic forecast of recessions and expansions.

Researchers have attempted to provide a more formal link 
between leading indexes and the incidence of recessions and 
expansions in the economy. While a review of the literature is 

beyond the scope of this article, it is instructive to examine 
what might be considered the two most divergent approaches.

One approach is to specify a rule of thumb that uses 
movements in a leading index to forecast recessions and 
expansions. Crone and Babyak (1996) adopt this procedure in 
their work on leading indexes for Pennsylvania and New Jersey. 

The authors define the leading index as the forecasted nine-
month growth rate in the coincident index, and apply their rule 
of thumb to the behavior of the leading index over three 
consecutive months. In particular, the rule generates a 
recession (expansion) signal if the economy is currently in an 
expansion (recession) and there are three consecutive declines 

(increases) in the leading index. An advantage of this approach 
is that it is very easy to implement. A potential drawback is that 
the rule is arbitrary and implicitly associates forecasts of 
recessions and expansions with probabilities that are restricted 
to being either 0 or 1. That is, the rule does not allow a “partial” 
recession (or expansion) signal to be issued.

The approach of Stock and Watson (1989, 1993) represents 
the other extreme. Stock and Watson define recessions and 
expansions in terms of particular sequences of one-month 
growth rates in the coincident index and then generate 
forecasts of recessions and expansions by evaluating the 
likelihood of observing the sequences over a six-month 

horizon. An attractive feature of the framework is that it offers 
a statistical model to construct probabilistic statements about 
future recessions and expansions. Its main disadvantage is that 
the model is quite sophisticated and not easily amenable to 
predicting recessions and expansions over alternative 

horizons.17

Our approach to forecasting recessions and expansions for 
New York State and New Jersey essentially combines the 

approaches of Stock and Watson (1989, 1993) and Crone and 
Babyak (1996). Specifically, we draw upon the work of Stock 

and Watson by defining recessions and expansions in terms of 

future growth patterns in the CEI. In addition, we derive 
measures indicating the likelihood of a recession or expansion 

in a state—the recession and expansion indexes—by using 
simulation techniques to estimate the probability of observing 

the growth patterns. In contrast to Stock and Watson, however, 

we employ simpler definitions for the recessionary and 
expansionary patterns based on a rule-of-thumb formulation. 

Because of these considerations, our approach can be 
interpreted as a “probabilistic rule of thumb.”18

To motivate our modeling strategy, we begin by examining 

the rule of thumb used by Crone and Babyak to signal a 
recession or expansion:

(3) (  and  and ) [recession signal]

     (  and  and ) [expansion signal],

where  denotes the forecasted growth rate in the CEI 
between month t+i and month t+i+9 using information 

available through month t+i.
As an alternative to equation 3 and its reliance on three 

consecutive readings of a (nine-month) leading index, we will 

initially consider a rule that uses readings of forecasted growth 
in the CEI over three adjacent horizons to signal a recession or 

expansion:

(4) (  and  and ) [recession signal]

     (  and  and ) [expansion signal],

where  denotes the forecasted growth rate in the CEI 

between month t and month t+i using information available 

through month t. Because the leading index is linked to 
predicted growth in the CEI, equation 4 can be interpreted as a 

rule of thumb that uses concurrent declines (increases) in a 
seven-, eight-, and nine-month LEI to predict future recessions 

(expansions).
The key differences between equations 3 and 4 concern the 

dating of the information sets used for forecasting and the 

immediacy with which a recession or expansion signal can be 
generated. If , then the rule in equation 3 

not only requires two additional periods to pass before a signal 
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We derive measures indicating the 

likelihood of a recession or expansion in a 

state—the recession and expansion 

indexes—by using simulation techniques 

to estimate the probability of observing 

the [recessionary and expansionary] 

growth patterns.
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can be issued in period t+2, but also stipulates that the signal 
partly relies on forecasts constructed during the previous two 

periods. In contrast, the rule in equation 4 allows an immediate 
signal to be issued in period t because it depends only on 

currently available information. An advantage of the 

formulation in equation 4 is that it can improve the lead time 
in signaling a transition from one phase of the business cycle to 

the other, although it might be more susceptible to generating 
false signals.

If our interest was restricted to predicting recessions and 
expansions based on the rules of thumb in equations 3 and 4, 
then the remainder of the analysis might be concerned simply 
with evaluating the rules’ relative performance. However, both 

equations are unattractive because they imply a discrete 
probability pattern for recessions and expansions that admits 
only values of 0 or 1. Moreover, the signal (and probability) of 
a recession or expansion depends only on the sign of the 
forecasted growth rates in the CEI and not on the magnitude.

In an attempt to remedy both of these shortcomings, we 
develop a formal statistical model to forecast recessions and 
expansions. Following Stock and Watson (1989, 1993), we 
define recessionary and expansionary patterns in terms of a 
sequence of growth rates in the CEI. In particular, we extend 
equation 4 and adopt the following definitions:

(5) (  and  and ) [recessionary pattern]

     (  and  and ) [expansionary pattern],

where  denotes the actual rate of growth in the CEI 
between month t and month t+i.19

For the purpose of forecasting recessions and expansions, 
equation 5 is void of any operational content because it is 

expressed in terms of future growth rates in the CEI. However, 
if we view the sequences in the equation as realizations from a 
stochastic process, then we can use the associated probabilities 
as the basis for drawing inferences about the likelihood of a 
recession or expansion. Borrowing from the terminology of 
Stock and Watson (1989, 1993), we define the recession index 

( ) and expansion index ( ) in month t as:

(6)   [(  and  and ) ]

        [(  and  and ) ],

where  and  denote, respectively, the probability of a 
recession and expansion within the next nine months, 
conditional on available information through month t ( ).

We complete the statistical model by augmenting the 
previous specification for the nine-month growth rate in the 
CEI in equation 1 to include the processes governing the 
movements in the CEI over a seven- and eight-month horizon:
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(7)                          

                               

                               ,

where  is a set of leading variables in the ith equation 
available in month t,  refers to the coefficients in the ith 

equation, and  is a mean-zero error term associated with the 
j-month-ahead growth rate in . Our technical appendix 
describes the specification of the system in equation 7 for 
New York State and New Jersey and provides details on the 
calculation of the recession and expansion indexes in 
equation 6.20

With regard to forecasting recessions and expansions, the 
key aspect of our approach is that it depends on the processes 
governing the deterministic growth component of the CEI and 
the random disturbance term.21 As such, our statistical model 
takes into account forecasting uncertainty and incorporates 
gradations of forecasted growth rates into the formulation of 

the recession and expansion indexes.
The top panel of Chart 2 makes this point visually by 

depicting a hypothetical situation in which the CEI is expected 
to remain constant (zero growth rate) over the near term. For 
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the purpose of illustration, we will assume that a rule of thumb 
and our recession (and expansion) index depend only on the 
behavior of the CEI over a singular horizon.22

A rule of thumb based solely on the sign of the forecasted 

growth in the CEI between period t* and period t*  would 
not generate a recession signal and would implicitly assign a 

value of zero to the likelihood of a future recession. In contrast, 

our approach would recognize that there is an equal likelihood 

τ+

of positive and negative growth rates for the CEI and would 

assign a probability of 50 percent (indicated by the shaded area) 

to a future recession. The bottom panel of the chart then 
illustrates how the recession signal from a rule of thumb 

would be invariant to higher (positive) predicted growth in 
the CEI, while the value of our recession index would decline 

because of the lower probability of observing negative growth 
in the CEI.23

Empirical Results

The construction of the indexes for New York State and 

New Jersey requires the selection of a set of leading indicators. 

Our list includes both state-level and national variables. The 
state-level data consist of past changes in the coincident index 

and housing permits.24 The use of lagged growth rates of the 
coincident index is intended to capture inertial effects—

persistence—in the series. We augment these explanatory 
variables by including past changes in the national index of 

leading economic indicators and an interest rate spread—the 

difference between the yields on ten-year Treasury bonds and 
one-year Treasury bills. Our data appendix provides further 

details on the leading indicators.
It is worth noting that the results indicate that the interest 

rate spread contains additional forecasting power for state 

economic activity despite the inclusion of financial market 
indicators in the national leading index.25 This evidence 

documenting an independent role for the interest rate spread as 
a regional indicator may reflect the critical importance of the 

finance, insurance, and real estate (FIRE) industry to the 
economies of New York State and New Jersey. For example, the 

FIRE industry’s shares of both employment and earnings in the 
region are much larger than they are in the national economy. 

In addition, Kuttner and Sbordone (1997) provide evidence 

that shocks to employment growth in the FIRE sectors of 
New York State and New Jersey have significant effects on 

overall employment growth in the region.

Within-Sample Performance 
of the Leading Index

In estimating the leading indexes for New York State and 

New Jersey, it is important to recognize the existence of 
publication lags in variables and the implication for model 

specification. We follow the conventional practice of assuming 
a one-month delay in the release of the coincident index for 

each state.26 As a consequence, there is also a one-month delay 
in the release of the leading index. That is, the LEI released at 

the end of February would correspond to the forecasted growth 
in the CEI from January to September, conditional on 

information available through February. To help clarify the 
notation, we define the lags of each leading indicator relative to 

the current information set. For the LEI released at the end of 
February, the contemporaneous value (zero lag) of the 

coincident index, housing permits, and the national index of 
leading economic indicators would reflect observations 

through January, while the contemporaneous value of the 
interest rate spread would be for February. The use of the most 

currently available data results in a more timely measure of 
economic activity.

Because of the large number of possible specifications for 
equation 1, we applied various testing procedures to help with 

model selection. The specifications were evaluated based on 
their within-sample as well as out-of-sample performance.27 

We also examined the specifications to determine if the 
estimated coefficients generally displayed the “correct” sign. 

While the rankings based on the various criteria were not 
always in complete agreement, they were broadly consistent.

Our results from estimating equation 1 for New York State 
and New Jersey over the sample period February 1972 to 

November 1999 appear, respectively, in Tables 1 and 2. The 
leading indexes for each state appear in Charts 3 and 4, where 

the series are plotted based on the dating of the LEI series and 
the shading represents state recessions.28 As shown by the 

values of the adjusted R2 measure, the models fit the data quite 
well and are able to explain approximately 75 percent and 

63 percent of the total variation in the nine-month CEI growth 
rates for New York State and New Jersey, respectively. 

Our statistical model takes into account 

forecasting uncertainty and incorporates 

gradations of forecasted growth rates into 

the formulation of the recession and 

expansion indexes. 
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Table 1

Estimated Leading Economic Index Model for New York State

,

where:

   (1200/9)*[1n ( / )] = nine-month growth in the index of coincident economic indicators (CEI),

   (1200/9)*[1n ( / )],

   = (1200/9)*[1n ( / )] = nine-month growth in housing permits,

   = (1/3) [ ],

   = (1200)*[1n( / )] = one-month growth in the national index of leading economic indicators (LEI).

Sample Period:  February 1972-November 1999 0.749 DOF = 326

Parameter Coefficient Standard Error t-Statistic

-0.1318 0.1686 0.7817

1.5787 0.3653 4.3216***

-0.9379 0.3563 2.6326***

0.0022 0.0016 1.3163

0.0025 0.0017 1.4649

0.0039 0.0014 2.7966***

0.2618 0.0688 3.8034***

0.2425 0.0412 5.8904***

New York State Recession Lead(+)/Lag(-) Expansion Lead(+)/Lag(-)

Business Cycle Peak
Conventional 

Rule of Thumb
Modified 

Rule of Thumb
Business Cycle 

Trough
Conventional Rule 

of Thumb
Modified 

Rule of Thumb

October 1973 +2 months +4 months June 1976 +4 months +6 months

February 1980 +5 months +7 months August 1980 0 months +2 months

August 1981 +0 months +2 months November 1982 0 months +2 months

February 1989 -3 months -1 month July 1992 -4 months -2 months

False signals August-September 1992 August-September 1992 
January 1996

False signals March 1989 March 1989

Source: Authors’ calculations.

Notes: In the top panel, all growth rates are calculated on an annual percentage basis. Standard errors are calculated using the Newey-West (1987) estimator 
and allow for a moving-average (8) process for the regression residuals. DOF is degrees of freedom.
    In the bottom panel, the identification of peaks and troughs in the state business cycles is based upon the coincident index derived using a full-sample 
smoother (Ct |T). State recessions (expansions) are dated from one month after a peak (trough) to the trough (peak) of the state’s coincident economic 
activity index in any business cycle. For the conventional rule of thumb, three consecutive declines (increases) in the nine-month index forecast are used 
to signal a recession (expansion) within the next nine months. For the modified rule of thumb, a simultaneous decline (increase) in the seven-, eight-, and 
nine-month index forecast is used to signal a recession (expansion) within the next nine months. A lead/lag value of zero months indicates that the signal 
coincided with the beginning of a recession/expansion.
    

*** Significant at the 1 percent level.
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Table 2

Estimated Leading Economic Index Model for New Jersey

,

where:

 (1200/9)*[1n ( / )] = nine-month growth in the index of coincident economic indicators (CEI),

   (1200/9)*[1n ( / )],

   = (1200/9)*[1n ( / )] = nine-month growth in housing permits,

   = (1/3) [ ],

    = (1200)*[1n( / )] = one-month growth in the national index of leading economic indicators (LEI).

Sample Period:  February 1972-November 1999 0.626 DOF = 325

Parameter Coefficient Standard Error t-Statistic

0.2693 0.3052 0.8823

0.5598 0.2917 1.9191*

-0.8696 0.3337 2.6063***

0.7066 0.2542 2.7795***

0.0078 0.0032 2.4665**

0.0041 0.0018 2.2355**

0.0029 0.0018 1.6320

0.3436 0.1163 2.9536***

0.2696 0.0723 3.7269***

New Jersey Recession Lead(+)/Lag(-) Expansion Lead(+)/Lag(-)

Business Cycle Peak
Conventional Rule 

of Thumb
Modified Rule 

of Thumb
Business Cycle 

Trough
Conventional Rule 

of Thumb
Modified Rule 

of Thumb

May 1974 +4 months +6 months June 1975 0 months +1 month

February 1980 +5 months +7 months July 1980 -1 month +1 month

September 1981 -1 month +1 month November 1982 +4 months +6 months

February 1989 -4 months 0 months May 1992 +6 months +7 months

False signals —  — False signals January 1990 September 1989
December 1989

January 1990
March 1990

Source: Authors’ calculations.

Notes: In the top panel, all growth rates are calculated on an annual percentage basis. Standard errors are calculated using the Newey-West (1987) estimator 
and allow for a moving-average (8) process for the regression residuals. DOF is degrees of freedom.
    In the bottom panel, the identification of peaks and troughs in the state business cycles is based upon the coincident index derived using a full-sample 
smoother (Ct |T). State recessions (expansions) are dated from one month after a peak (trough) to the trough (peak) of the state’s coincident economic activity 
index in any business cycle. For the conventional rule of thumb, three consecutive declines (increases) in the nine-month index forecast are used to signal a 
recession (expansion) within the next nine months. For the modified rule of thumb, a simultaneous decline (increase) in the seven-, eight-, and nine-month 
index forecast is used to signal a recession (expansion) within the next nine months. A lead/lag value of zero months indicates that the signal coincided with 
the beginning of a recession/expansion.
    

* Significant at the 10 percent level.
** Significant at the 5 percent level.
*** Significant at the 1 percent level.
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Chart 3

New York State Index of Leading 
Economic Indicators
Nine-Month CEI Forecast: January 1972–November 1999

Source: Authors’ calculations.

Notes: CEI is index of coincident economic indicators. The shading 
indicates state recessions as determined by the authors. 
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Chart 4

New Jersey Index of Leading Economic Indicators
Nine-Month CEI Forecast: January 1972–November 1999

Source: Authors’ calculations.

Notes: CEI is index of coincident economic indicators. The shading 
indicates state recessions as determined by the authors. 

The results also confirm the presence of inertia in the growth 
pattern of the CEI, as evident by the quantitative and statistical 

significance of its past changes.
It is also important to note that the other leading variables 

generally are significant and always display the anticipated sign. 

In particular, a decline in the growth of housing permits, a 
narrowing of the yield spread, and lower growth in the national 
index of leading economic indicators are taken as harbingers of 
a slowing in state economic activity. Because the month-to-
month movements in the national index of leading economic 
indicators can be somewhat noisy, we elected to smooth the 

series using a filter suggested by Stock and Watson (1989) to 
improve the model’s forecasting performance.29

Although the New York State LEI and New Jersey LEI are 
expressed in terms of (annualized) growth rates rather than 
levels, we can nevertheless examine Charts 3 and 4 and conduct 
an informal and preliminary evaluation of the indexes. 

Specifically, if the index is providing a timely and useful signal 
of transitional shifts in business cycle phases, then we should 
observe negative (positive) growth preceding the onset of a 
recession (expansion).

The indexes for New York State and New Jersey generally 
display this feature, although there is considerable variation in 

the timing both within and across the states. Our inspection 
reveals that the indexes turned negative well in advance of the 
impending recessions in the mid-1970s and in 1980. 
Interestingly, both indexes are characterized by a fluctuating 
pattern prior to the 1981 recession in which they first turn 
negative, then increase above zero before turning negative 

again. In addition, each index showed an upturn prior to the 
start of the expansions in the mid-1970s and during the 1980s. 

However, the downturn in the LEI for both states was subse-
quent to the onset of the recessions in 1989.30 With regard to 
their recent behavior, the series have displayed a similar pattern 
and were characterized by very slow growth during the 

mid-1990s.
To gain further insight into the behavior of the LEI, we can 

consider an historical decomposition to isolate each indicator’s 
contribution to the index. The historical decomposition is 
based on the following relationship:

(8)                    ,

which expresses the LEI as the mean nine-month growth rate 
in the CEI ( ) plus the sum of the contributions from 

each indicator. Charts 5 and 6 plot the (mean-adjusted) LEI 
and its historical decomposition for New York State and 
New Jersey. For convenience, we accumulate the effects from 
all lagged terms when calculating the total contribution of a 
series.31 A positive (negative) value for a series indicates that 
the variable is contributing to greater than (less than) trend 

growth in the leading index.
As shown, each of the series makes a contribution to the 

total. The largest historical contributions are from past changes 
in the coincident index and the national index of leading 
economic indicators. While the contributions from the yield 
spread and housing permits are smaller in scope, both variables 

have the desirable property of displaying downturns/upturns 
that precede those associated with state business cycles. Also, it 
appears that housing permits contribute more to the LEI for 
New Jersey than for New York State.

Before turning our attention to the recession and expansion 
indexes, it is instructive to examine the properties of the 
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Chart 5

Historical Decomposition of the New York State LEI

Source: Authors’ calculations.

Notes: LEI is index of leading economic indicators; CEI is index of 
coincident economic indicators. The shading indicates state recessions 
as determined by the authors.  
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Chart 6

Historical Decomposition of the New Jersey LEI

Source: Authors’ calculations.

Notes: LEI is index of leading economic indicators; CEI is index of 
coincident economic indicators. The shading indicates state recessions 
as determined by the authors.
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recessionary and expansionary patterns that underlie their 
construction. To shed light on this issue, we explore the 
consequences of forecasting recessions and expansions based 
on the rules of thumb discussed earlier. The conventional rule 
of thumb described in equation 3 is given by:

    (  and  and ) [recession signal]

    (  and  and ) [expansion signal].
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As an alternative, we propose the following modified rule of 
thumb in equation 4: 

    (  and  and ) [recession signal]

    (  and  and ) [expansion signal].

∆Ĉt
t 7+

0< ∆Ĉt
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t 8+

0> ∆Ĉt
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Chart 7

New York State Recession and Expansion Indexes
January 1972–November 1999

Probability

Source: Authors’ calculations.

Note: The shading indicates state recessions as determined 
by the authors.

0

0.25

0.50

0.75

1.00
Recession 

index

0

0.25

0.50

0.75

1.00

Expansion
index

989694929088868482807876741972

Tables 1 and 2 also compare the forecasting performance of 
these competing rules of thumb. An initial examination of the 
results indicates that both rules ultimately signaled every 
recession and expansion over the sample period. In those 
instances where they failed to provide a leading signal, the rules 

nevertheless generated an accurate, albeit lagging, signal of an 
expansion or recession. The traditional rule of thumb was only 
able to provide an accurate leading signal for half of the 
recessions and expansions across New York State and 
New Jersey. With regard to the modified rule, it provided an 
accurate leading signal of three of the four recessions in 

New York State as well as three of the four expansions.32 For 
New Jersey, the modified rule provided an accurate leading 
signal of three of the four recessions and all four expansions. 
The results for predicting expansions based on the modified 
rule seem particularly noteworthy in light of the previous lack 
of success at the state level.

 The findings also seem to confirm our earlier suspicion 
about the properties of the two rules. The modified rule 
generates an earlier signal of recessions and expansions, where 
the lead time of equation 4 typically exceeds that of equation 3 
by two months. These results are not particularly surprising 
given differences in the formulation of the rules and in the 

dating of information sets. These same considerations would 
also seem to account for the modified rule being slightly more 
susceptible to issuing false signals, although this feature seems 
to be principally limited to the case of forecasting the recovery 
in New Jersey in early 1990.  

Within-Sample Performance of the Recession 
and Expansion Indexes

The recession and expansion indexes for New York State and 

New Jersey are plotted, respectively, in Charts 7 and 8, where 
the shading again indicates state recessions.33 In the charts, the 
movements in the indexes closely correspond with the behavior 
of the LEI. Our recession (expansion) index typically rises prior 
to the advent of a contractionary (recovery) phase in state 
economic activity. In addition, most of the probabilities are 

close to either zero or one, suggesting that the indexes are 
arriving at a fairly strong conclusion about future changes in 
the direction of economic activity.

Although we do not attempt to provide a formal evaluation 
of the indexes and their ability to anticipate turning points, a 
reasonable metric to judge their performance might be based 

on whether the indexes indicate if the economy is more likely 
to be in a recession ( ) or an expansion ( ) within 
the next nine months. Based on this measure, the indexes 

Rt 0.5> Et 0.5>

generate slightly better lead times than those reported in 
Tables 1 and 2 for the modified rule of thumb, with no 

discernible change in the incidence of false signals. Taken 
together, these findings offer additional support for the 
reasonableness, reliability, and accuracy of the indexes.

As previously discussed, the indexes offer a potential 
advantage over a rule of thumb by allowing for a continuous 
probability range and thereby provide additional information 
about the strength of a signal. There are several instances where 
this feature seems to be particularly useful in analyzing cyclical 
behavior in the two states. For example, the 1981 recession in 

New York State, unlike that of the nation, was sufficiently mild 
and brief that some regional analysts temper the term 

Our recession (expansion) index typically 

rises prior to the advent of a contractionary 

(recovery) phase in state economic activity.
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Chart 8

New Jersey Recession and Expansion Indexes
January 1972–November 1999

Probability
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Source: Authors’ calculations.

Note: The shading indicates state recessions as determined 
by the authors.

recession. This fact may explain the lack of lead time evident in 
the recession index for this episode. In addition, the upturn in 
late 1982 for New York State began very slowly before evolving 
into a “boom” period. In contrast, the expansion index seems 
to have reached a much firmer conclusion about the 

impending upturn. 
The importance of this issue, however, seems to be most 

evident when considering economic developments of the mid-
1990s. At the beginning of 1995, there was a pronounced 
slowdown of growth in the economies of New York State and 
New Jersey (as well as in economic activity at the national 

level). The recession indexes for both states seem to have 
anticipated this slowing correctly and display a marked and 
persistent rise during 1995. While a subsequent recession did 
not occur, there is good reason to believe that the likelihood of 
a recession increased during 1995. The use of a rule of thumb 
based only on the sign of forecasted growth rates, however, 

leads to a very different characterization of this period. In 
contrast to the indexes, both rules of thumb essentially 
remained silent during this period and would have provided 
little warning of a possible contraction in state economic 
activity.

Data Revisions and the Out-of-Sample 
Performance of the LEI Models

Two important considerations underlie the previous results. 

First, our indexes are constructed using models estimated over 

the full sample period. Second, we employ final data and do not 

undertake the analysis by reproducing the data that would have 

been available each month. In the case of real-time forecasting, 

however, neither of these scenarios would be relevant. For 

example, information arrives sequentially over a sample 

period. In addition, initial data releases typically are preliminary 

and are subject to periodic revisions. As a consequence, the 

within-sample results may overstate the actual forecasting 

performance of the indexes.

To address this concern, we now examine the out-of-sample 

performance of the LEI models for New York State and 

New Jersey. Specifically, we construct alternative LEI series for 

each state based on a consideration of real-time forecasting 

issues and then compare the series with the LEI from the 

within-sample analysis. Because the real-time forecasting 

capability of the LEI models seems to be of particular interest 

around turning points, we focus on the December 1986-

December 1994 period. This episode provides a two-year 

window on either side of the cyclical peak in early 1989 and the 

cyclical trough in mid-1992 that occurred in each state.34

The construction of the alternative LEI series can be 

described as follows. To simulate the sequential arrival of 

information, we adopt an expanding sample estimation 

procedure. To incorporate into the analysis data revisions for 

the leading variables, we focus on the coincident index and 

substitute preliminary payroll employment data in place of the 

final data as one of its components. This choice is motivated by 

the historical decomposition in Charts 5 and 6, which suggests 

that past changes in the coincident index are a major 

contributor to the LEI, as well as our previous work (Orr, Rich, 

and Rosen 1999), which indicates that payroll employment is 

the most important component of the coincident index. To 

conduct the out-of-sample exercise, we estimate the LEI model 

for each state using the real-time analogue of the coincident 

index along with the other leading variables, generate a nine-

month-ahead forecast, add an additional month’s worth of 

data, and repeat the exercise.35

With regard to the expanding estimation procedure, it is 

important to recognize the nature of the restrictions that the 

horizon of the LEI places on the information and model 

estimates available to a forecaster in a real-time setting. Because 

we are interested in the nine-month growth rate of the CEI, the 

most current observation of this variable in period t would be 
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Chart 9

New York State Real-Time LEI
December 1986–December 1994
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Source: Authors’ calculations.

Notes: LEI is index of leading economic indicators. The shading 
indicates a state recession as determined by the authors.

Chart 10

New Jersey Real-Time LEI
December 1986–December 1994
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Source: Authors’ calculations.

Notes: LEI is index of leading economic indicators. The shading 
indicates a state recession as determined by the authors.

Percent (annual rates) 

. From equation 1, this implies the following regression 

model:

(9)                     |t ,

where |t is a set of leading variables through month t-9 that 
are available in period t for the estimation of equation 9.

We can then construct a forecast of the growth in the CEI 
between month t and month t+9 according to the following 
expression:

(10)                    ,

where  denotes the forecasted growth rate in the CEI 
between month t and month t+9,  is the corresponding value 
of the leading variables updated through month t, and  

denotes the estimated coefficients of equation 9.
The LEI series based on the out-of-sample forecasts differs 

principally from its within-sample counterpart in equation 2 in 
terms of the model estimates. Specifically, the LEI series in 
equation 9 is derived from a two-step procedure that initially 
uses the variables |t as regressors to estimate the model, 
and then uses the variables  for forecasting purposes.36 In 
contrast, the within-sample LEI series allows the variables  to 
serve as both the regressors and forecasting variables in the 
model.

The construction of the real-time analogue for the 
coincident index requires a timing convention for the mixture 
of preliminary and final payroll employment data as well as a 
choice of weights for the coincident indicators. Because 
preliminary values will correspond to the most recent 
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observations of a time series, we assume that the data on payroll 
employment for a current year are preliminary and that those 
for the preceding years are final.37 Following this timing 
convention, we can create a real-time payroll employment 
series for each year extending from 1986 through 1994. We can 

then combine the real-time payroll employment series with the 
other coincident indicators using the component weights from 
the estimation of the original coincident index model.

The outcome of this procedure is a real-time coincident 

index series for each year from 1986 through 1994 that can be 

used as a leading variable for forecasting purposes. The real-

time coincident index series has the feature of incorporating 

preliminary payroll employment in the current year and final 

data in previous years. In each subsequent year, the index series 

would reflect not only the preliminary data for the current year, 

but would also incorporate the shift from preliminary payroll 

employment to final data for the preceding year.

The out-of-sample forecasting performance of the LEI 

models for New York State and New Jersey is examined, 

respectively, in Charts 9 and 10. The charts illustrate the real-

time LEI series from 1986 through 1994, where the LEI from 

the within-sample analysis is plotted again for convenience. 

Our principal focus is on comparing the real-time LEI series 

with the within-sample counterpart.38 

As shown, the real-time LEI series appear to track closely the 

within-sample LEI. The indexes for New York State behave 

quite similarly throughout the entire episode. For New Jersey, 

the indexes again display similar behavior at the onset as well as 

during most of the 1989-92 state recession. Admittedly, there 
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are some differences in the series during the initial phase of the 

subsequent recovery. Taken together, however, the evidence in 

Charts 9 and 10 suggests that the use of final data does not 

severely overstate the forecasting performance of the LEI 

models for New York State and New Jersey.

Conclusion

In this article, we constructed indexes of leading economic 

indicators for New York State and New Jersey over the 1972-99 

period. The indexes are nine-month-ahead forecasts of the 
indexes of coincident economic indicators developed for each 

state in Orr, Rich, and Rosen (1999). In order to refine our 
forecast of future recessions and expansions, we then outlined 

a methodology for the construction of a recession and 

expansion index. These indexes provide an alternative to 
conventional rules of thumb by allowing the likelihood of a 

recession and expansion to be defined over a continuous 
probability range.

The historical performance of our leading indexes of future 
economic activity suggests that the information they convey 
about the timing and likelihood of a recession or expansion is 
quite useful and represents an improvement over the 
information offered by other indicators. Our results also 
suggest that the recession and expansion indexes provide a 
reliable signal of future economic turning points in New York 
State and New Jersey. Furthermore, the movements of our 
recession and expansion indexes display a close relationship 
with the behavior of our indexes of leading economic 
indicators. Accordingly, the recession and expansion indexes 
allow us to extend the informational content of the leading 
indexes by estimating the probability of an upcoming cyclical 
change in state economic activity. 
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This appendix describes the Monte Carlo procedure used to 
compute the recession index and expansion index for 
New York State and New Jersey. The recession (expansion) 
index is an estimate of the probability that the state economy 
will be in a recession (expansion) within nine months. The 

procedure can be described as follows.
The starting point for the analysis is the construction of a 

state-level index of coincident economic indicators (CEI). This 
series is denoted by  and is obtained from the estimation of a 
single index model developed by Stock and Watson (1989, 
1991). The model is given by:

(A1)                       

                              

                              ,

where  is an (n x 1) vector of coincident variables,  denotes 

the one-period change in a variable,  and  are serially 
uncorrelated disturbance terms with a diagonal covariance 
matrix, L is the lag operator, and , and  are, 
respectively, scalar, vector, and matrix lag polynomials. 
Because the coincident variables are assumed to be measured in 
either levels or log levels, the vector  can be interpreted as 

differences or growth rates in the coincident variables.
Stock and Watson provide details on additional identifying 

restrictions and estimation of the system (equation A1) using a 
Kalman filter. Following Orr, Rich, and Rosen (1999), the 
coincident economic indicators for New York State and 
New Jersey are based on these four series: the monthly growth 

in nonfarm payroll employment, actual (and forecasted) 
quarterly growth in real earnings (wages and salaries), the 
unemployment rate, and average weekly hours worked in the 
manufacturing sector.

Our interest in forecasting recessions and expansions rests 
with the recession index and expansion index previously 

defined in equation 6 in the text as:

(A2) [(  and  and ) ]

        [(  and  and ) ],

where  and  denote, respectively, the probability of a 
recession and expansion in the state’s economy within the next 

nine months, conditional on information through month t.
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To evaluate the expressions in equation A2, we consider the 
following three-equation system previously defined in 
equation 7 in the text:

(A3)                       

                               

                               ,

where  is the growth rate of the CEI between month t and 
month t+i,  denotes the vector of leading variables in the ith 
equation of the system available in month t,  is the coefficient 

vector of the ith equation, and [ ] denotes the 
(3 x 1) vector of disturbance terms in the system. It is assumed 
that the disturbance vector  has mean zero with covariance 
matrix [ ]   for all t.

Let  denote the estimated parameters of the 
three-equation system (equation A3) and let  denote the 

estimated variance-covariance matrix of the observed forecast 
errors [  

]. To construct the recession index in 
period τ, we begin with the point forecasts of the seven-, 
eight-, and nine-month growth rate in the CEI, which are 
given, respectively, by:

(A4)                            

                                    

                                    .

Next, we use simulation techniques—Monte Carlo 

methods—to generate a sample of artificial observations for 
the seven-, eight-, and nine-month growth rates of the CEI, 
which we denote by [ ]. The set of 
observations for the artificial sample is generated by randomly 
drawing an observation from  and then adding the realization 
[ , ] to the actual point forecasts based 

on the historical data from equation A4:
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A full sample of artificial data for month  is then constructed 
by repeating this process N times:

(A6)           [  

                     ( )].

We select N = 1,000 replications to generate the full sample of 
artificial data for a given month .

The generation of the full sample of artificial data relies on 
an estimate of the variance-covariance matrix ( ) of the 

disturbance terms of the system. Because of the overlapping 
nature of the forecasts, the off-diagonal elements of the matrix 

 are not expected to equal zero. For the Monte Carlo analysis, 
the random draws used to construct the artificial data are taken 
from a multivariate normal distribution.

Once a full sample of artificial data for month  is 
generated, we can count the number of times the recessionary 
pattern occurs in equation A6:

(A7)  if (  and  and )

          otherwise.

Similarly, we can count the number of times the expansionary 
pattern occurs in equation A6:

(A8)   if (  and  and )

          otherwise.

As discussed in endnote 20, the definitions of the 
recessionary and expansionary patterns in equation 5 are not 
collectively exhaustive. Because of the dichotomous nature of 
recessions and expansions, however, we will exclude the 
indeterminate growth sequences from our subsequent 
calculations. Accordingly, we compute an estimate of the 
recession index in month  as the ratio of the count in 
equation A7 to the total count from equations A7 and A8:
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The expansion index in month  is then given by:

(A10)                               .

The recession or expansion index can then be obtained for 
each time period in the historical sample by selecting the 
relevant point forecasts of the seven-, eight-, and nine-month 
growth forecasts of the CEI and repeating the procedure 
outlined above for .

The specification of the three-equation system for New York 
State is given by:

(A11) 
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The specification of the three-equation system for 
New Jersey is given by:
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Leading Variables

Interest Rate Spread (Percent per Annum)
Interest rates:
    One-year constant maturity securities

    Ten-year constant maturity securities
Source: Board of Governors of the Federal Reserve System.

Composite Index of Leading Economic Indicators
Average weekly hours, manufacturing
Average weekly initial claims for unemployment insurance

Manufacturers’ new orders, consumer goods, and materials
Vendor performance, slower diffusion index
Manufacturers’ new orders, nondefense capital goods
Building permits, new private housing units
Stock prices, S&P 500
Money supply, M2

Interest rate spread, ten-year Treasury bonds less federal funds
Index of consumer expectations
Source: Conference Board.

New York State and New Jersey

Housing Permits (Monthly, in Thousands, Not Seasonally 
  Adjusted)

Private housing units, permit-authorized 

Construction Report C40
(Seasonally adjusted by the Federal Reserve Bank 

of New York.)
Source: U.S. Department of Commerce, Bureau of the Census. 

Coincident Variables

New York State and New Jersey

Nonfarm Payroll Employment (Monthly, in Thousands,
   Seasonally Adjusted)

Unemployment Rate (Monthly, Percent, Seasonally Adjusted)

Average Weekly Hours in Manufacturing (Monthly,
   Seasonally Adjusted)

Hours series were smoothed to remove outliers due to such 
factors as strikes and weather. Observations exceeding three 
standard deviations from trend line were adjusted.
Sources: New York State Department of Labor; New Jersey 

Department of Labor.

Real Earnings (Millions of Dollars, Seasonally Adjusted
  Annual Rate)

Wages and salaries, total
(Deflated by national consumer price index.)

Source: U.S. Department of Commerce.

Data Appendix  
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1. For example, payroll data are a measure of a single market, and 

gross state product figures are available only annually and are subject 

to a two-year lag in their release.

2. The indexes for Pennsylvania and New Jersey are reported monthly 

by the Federal Reserve Bank of Philadelphia. The Texas leading index 

is reported bimonthly by the Federal Reserve Bank of Dallas. An index 

of leading economic indicators for the Massachusetts economy has 

recently been developed (Clayton-Matthews and Stock 1998-99).

3. The National Bureau of Economic Research (NBER) determines 

peaks and troughs in national economic activity. The dating of these 

turning points is based on the consideration of myriad variables. A 

major input into the dating procedure is the national index of 

coincident economic indicators originally constructed by the U.S. 

Department of Commerce (1987). The indexes are now maintained 

and reported by the Conference Board.

4. Crone (1998) has recently constructed an index of coincident 

economic indicators for each of the forty-eight contiguous states. 

5. The development of state coincident indexes is constrained by the 

relatively short time period for which the state data are available. This 

constraint is particularly important because it limits the number of 

turning points in state economic activity that can be used to estimate 

and evaluate an index of leading economic indicators.  

6. We discuss our specification for the New Jersey LEI in the 

“Empirical Results” section.

7. The Texas trade-weighted dollar is an exchange rate that measures 

the relative price of Texas-made products in the world market. It uses 

the relative shares of merchandise exports to forty-one countries to 

compute a (weighted-average) real value of the dollar facing Texas 

producers. 

8. The rule currently used to determine if the national index of leading 

economic indicators is signaling a recession is a decline of 2 percent 

or more (at an annual rate) over six months coupled with a decline in 

the majority of the component series (Conference Board 1997).

9. The Pennsylvania LEI predicted all four of the state’s recessions 

since 1973 with leads of five months or more and predicted two of the 

four recoveries; the New Jersey LEI predicted all four of the state’s 

recessions since 1973 with leads of one to seven months, but predicted 

only one of the four recoveries.

10. The Texas leading index led both peaks and troughs in the 

coincident index by an average of two months.

11. The NBER’s dating of recessions is also subject to occasional 

revisions.

12. As an alternative to focusing on the national composite index of 

leading indicators, some forecasters have used (two) consecutive 

quarters of negative GDP growth as the basis for predicting recessions. 

13. The Stock-Watson model actually allows for the calculation of a 

coincident index for period t based only on currently available 

information (Ct | t )  as well as information from the full sample (Ct |T). 

While the two series typically are in close agreement, we nevertheless 

draw a distinction between them. Specifically, we use the full-sample 

CEI (Ct | t )  series in Chart 1 to date state business cycles. For the 

construction of the LEI, however, we associate the coincident index 

with the behavior of the Ct | t  series. This is the appropriate choice for 

forecasting purposes. Our technical appendix and data appendix  

contain, respectively, a brief description of the methodology and a list 

of the variables used to construct the CEI for each state.

14. We also experimented with a leading index based on a six-month 

forecast, but the nine-month horizon produced a slightly better lead 

time for some recessions and expansions. Although a longer horizon 

can improve the lead time, it will produce less accurate forecasts. As we 

will discuss shortly, the formulations of the recession index and 

expansion index will consider growth in the CEI over seven- and 

eight-month horizons as well as over a nine-month horizon. This 

feature of the modeling strategy therefore allows us to incorporate 

alternative horizons into the analysis. Because the recession and 

expansion indexes may be preferable for gauging the likelihood of 

future recessions and expansions, these considerations lessen the 

significance attached to our particular choice of a nine-month 

forecasting horizon for the LEI.

15. The VAR model essentially consists of a set of one-step-ahead 

forecasting equations for each variable in the system. The law of 

iterated projections and the estimated VAR model can be used to 

generate multi-step-ahead forecasts for each variable. The LEI can 

then be constructed from knowledge of the multi-step-ahead 

forecasts. See Stock and Watson (1989) and Crone and Babyak (1996) 

for additional discussions.

16. Ordinary least squares remains a consistent estimator of the 

parameters of equation 1. However, we use an estimator proposed by 
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Note 16 continued

Newey and West (1987) to calculate the standard errors of the model. 

Because the forecasting horizon of the CEI is nine months and the 

sampling interval of the data is one month, the Newey-West estimator 

allows the disturbance term to follow an eight-order moving-average 

(MA) process.

17. The Stock and Watson (1989, 1993) recessionary and expan-

sionary patterns allow the monthly CEI growth sequences to be quite 

complex. Consequently, calculating the recession and expansion 

probabilities requires integrating a seventeen-dimensional normal 

density function.

18. Compared with the framework of Stock and Watson (1989, 1993), 

our strategy for forecasting recessions and expansions lacks its 

technical sophistication. Nevertheless, we find that our approach 

performs rather well. Specifically, the estimated probabilities are quite 

accurate in predicting both recessions and expansions, generally 

display good lead time, and generate few false signals.

19. We do not incorporate equation 3 into the analysis because the 

differential dating of information sets in conjunction with single-

equation forecasting models does not lend itself to the type of 

probability calculations used to construct the recession and expansion 

indexes.

20. The definitions of the recessionary and expansionary patterns in 

equation 5 are not collectively exhaustive because of the existence of 

sequences that will not be contained in either event’s set. However, 

their sum typically is very close to unity. As discussed in the technical 

appendix, we exclude the indeterminate growth sequences from the 

calculation of the recession and expansion indexes to ensure that their 

sum is equal to unity.

21. This can be seen through an examination of the system in equation 7.

22. While we restrict the discussion to a single forecast horizon, 

Chart 2 also provides the intuition for the methodology used to 

calculate the recession (and expansion) index using the system 

specified in equation 7.

23. This probability is also indicated by the shaded area in Chart 2 and 

corresponds to the likelihood of observing lower future levels of the 

CEI. It is worth noting that the calculation of the recession and 

expansion indexes described in the technical appendix assumes that 

the variance of the disturbance terms for the system in equation 7 is 

constant. Recently, McConnell and Perez Quiros (2000) have 

documented that a permanent decline in the volatility of U.S. GDP 

growth occurred in 1984. If the growth rate in the CEI for New York 

State and New Jersey were to experience a similar decline in volatility 

over our sample period, then the recession and expansion indexes 

would need to account for this feature of the data. Specifically, the 

calculation of the indexes would require different estimated variance-

covariance matrices for the disturbance terms for the system in 

equation 7, with the matrices estimated over separate subperiods.

24. We considered other regional economic indicators such as 

regional consumer confidence; regional new car and light truck 

registrations; New York Stock Exchange member firms’ profits; and 

employment in the chemical, manufacturing, and finance industries. 

However, these variables were either statistically insignificant or 

displayed the theoretically incorrect sign.

25. The financial market indicators consist of the value of the S&P 500 

and an interest rate spread measuring the difference between the yield 

on ten-year Treasury bonds and the federal funds rate. 

26. This delay reflects publication lags in the individual coincident 

indicators.

27. We used various criteria, including the Bayesian information 

criterion and the predictive least squares sum of squared residuals.

28. For example, the value of the LEI series for January 1980 in 

Charts 3 and 4 corresponds to the forecasted growth in the CEI from 

January to September 1980, conditional on information available 

through February 1980.

29. The smoothing filter is given by s(L) = (1/6) (1 + 2L + 2L2 + L3), 

where L denotes the lag operator defined by LnXt  = Xt-n. As described 

in Tables 1 and 2, the interest rate spread is also smoothed by using an 

average of its value during the current and previous two months.

30. One possible explanation for this result relates to the markedly 

different timing of the state and national recessions during this episode. 

Specifically, the state recessions preceded the national recessions by 

almost fifteen months. Thus, the state-level leading indicators by 

themselves may not have been fully capable of generating a downturn 

in the LEI prior to the onset of the recession. However, it is also 

important to recall that forecasting the 1990-91 recession at the national 
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level also proved to be problematic. For example, the leading index and 

the recession index developed by Stock and Watson experienced a 

complete breakdown and missed the 1990-91 recession in its entirety.

31. The contribution of each indicator is determined by setting all of 

the other components equal to zero and then calculating the relevant 

quantity from equation 8.

32. It is unclear how one should classify a lead time of zero months. 

Therefore, we do not include this event in a count of accurate leading 

signals.

33. The value of the recession index in January 1980 again 

corresponds to the probability of a recession from January to 

September 1980, conditional on information available through 

February 1980.

34. As we discuss, we employ preliminary data on state payroll 

employment to evaluate the out-of-sample performance of the LEI 

models. Because the publicly available data on this series begin in 

1981, the evaluation can include only the recessionary episode of 

1989-92.

35. There is the additional issue of whether the objective should be to 

forecast the preliminary or final value of the coincident index. The 

analysis will continue to specify the dependent variable of the LEI 

models as the nine-month growth rate in the final coincident index. 

Our choice is initially motivated by the belief that the preliminary 

payroll employment figure will act as an unbiased estimate of the final 

figure. More importantly, we present evidence that the LEI models 

work quite well in terms of their out-of-sample forecasting 

performance under this more stringent assumption.

36. Another difference between the two approaches is that the 

estimated parameter vector in equation 2 is assumed constant over the 

full sample period, while the estimated parameter vector in equation 9 

is updated every period.

37. Annual revisions to the state payroll employment series for the 

previous calendar year normally are released in late February. 

Subsequent revisions to the payroll employment data are generally not 

of great importance. We thank Jason Bram for his assistance in 

obtaining the historical preliminary payroll employment data and 

constructing the real-time payroll employment series.

38. Our procedure actually results in a one-year overlap of the real-

time LEI series and therefore can be used to investigate the sensitivity 

of the real-time forecasts to data revisions. An examination of these 

overlapping segments indicates that the behavior of the series was 

qualitatively similar. For purposes of presentation, however, the 

overlapping segments of the real-time LEI series are excluded from 

Charts 9 and 10.
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