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1 TRADING Risk, MARKET LIQUIDITY, AND CONVERGENCE
TRADING IN THE INTEREST RATE SWAP SPREAD
John Kambhu

While trading activity is generally thought to play a central role in the self-stabilizing behavior
of markets, the risks in trading on occasion can affect market liquidity and heighten asset
price volatility. This article examines empirical evidence on the limits of arbitrage in the
interest rate swap market. The author finds both stabilizing and destabilizing forces
attributable to leveraged trading activity. Although the swap spread tends to converge to its
fundamental level, it does so more slowly or even diverges from its fundamental level when
traders are under stress, as indicated by shocks in hedge fund earnings and the volume of repo
contracts. In addition, repo volume falls when convergence trading risk is higher, and reflects
shocks that destabilize the swap spread. The behavior of repo volume in particular points to
how trading risk affects market liquidity and asset price volatility.
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LocAL OR STATE? EVIDENCE ON BANK MARKET SI1ZE
UsING BRANCH PRICES
Paul Edelstein and Donald P. Morgan

With the elimination of state laws against branching, banks can now compete across states.
They are no longer limited to competing in local markets, defined by the Federal Reserve as
metropolitan statistical areas or small groups of rural counties. Accordingly, a “local or state?”
debate over market size is taking place among researchers, with some arguing that banking
markets are statewide and others contending that they remain local. This article contributes to
the debate with a novel, arguably better, indicator of market size: bank branch prices, as opposed
to bank deposit rates. The pattern of branch price data suggests that banking markets are not
necessarily local. The authors find that branch prices in ten northeastern states over the 1990s
are more closely correlated with bank concentration at the state level than at the local level,
consistent with the “state-market” argument. However, they caution that the relationship is not
completely robust; it depends partly on how the data are parsed. Further study using a larger set
of branch price data will help settle the debate more definitively.




27 THE EvoLuTiON OF REPO CONTRACTING CONVENTIONS
IN THE 1980S
Kenneth D. Garbade

Contracting conventions for repurchase agreements, or repos, changed significantly in the 1980s.
The growth of the repo market, new uses for repos, and the emergence of new and previously
unappreciated risks prompted market participants to revise their contracting conventions.

This article describes the evolution of the conventions during that period, focusing on three key
developments: the recognition of accrued interest on repo securities, a change in the application
of federal bankruptcy law to repos, and the accelerated growth of a new form of repo—tri-party
repo. The author argues that the emergence of tri-party repo owed to the efforts of individual
market participants acting in their own economic self-interest. By comparison, recognition of
accrued interest and the change in bankruptcy law were effected, respectively, by participants
taking collective action and seeking legislative relief because uncoordinated, individual solutions
would have been more costly. These developments offer important insights into how markets
operate: contracting conventions that are efficient in one market environment may have to be
revised when the environment changes, and institutional arrangements can change in any
number of ways.

43 BAck IsSUESs, 2001-05







John Kambhu

TRADING RisSk, MARKET
LiQuipiTYy, AND CONVERGENCE
TRADING IN THE INTEREST RATE

SWAP SPREAD

® Trading activity is generally considered to be a
stabilizing force in markets; however, trading
risk can sometimes lead to behavior that has
the opposite effect.

® An analysis of the interest rate swap market
finds stabilizing as well as destabilizing forces
attributable to leveraged trading activity.
The study considers how convergence trading
risk affects market liquidity and asset price
volatility by examining the interest rate swap
spread and the volume of repo contracts.

® The swap spread tends to converge to its
normal level more slowly when traders are
weakened by losses, while higher trading risk
can cause the spread to diverge from that level.

® Convergence trading typically absorbs shocks,
but an unusually large shock can be amplified
when traders close out positions prematurely.
Destabilizing shocks in the swap spread are
associated with a fall in repo volume consistent
with the premature closing out of trading
positions. Repo volume also falls in response
to convergence trading losses.

1. INTRODUCTION

he notion that markets are self-stabilizing is a basic
Tprecept in economics and finance. Research and policy
decisions are often guided by the view that arbitrage and
speculative activity move market prices toward fundamentally
rational values. For example, consider a decision on whether
central banks or bank regulators should intervene before a
severe market disturbance propagates widely to the rest of the
financial system. Such a decision may rest on a judgment of
how quickly the effects of the disturbance would be countered
by equilibrating market forces exerted by investors taking the
longer view.

While most economists accept the view that markets are
self-stabilizing in the long run, a well-established body of
research exists on the ways in which destabilizing dynamics can
persist in markets. For instance, studies on the limits of
arbitrage show how external as well as internal constraints on
trading activity can weaken the stabilizing role of speculators.
Offering an example of external constraints, Shleifer and
Vishny (1997) argue that agency problems in the management
of investment funds will constrain arbitrage activity by
depriving arbitrageurs of capital when large shocks move asset
prices away from fundamental values. In an analysis of internal
constraints on trading activity, Xiong (2001) shows that
convergence traders with logarithmic utility functions usually
trade in ways that stabilize markets, but they may trade in a way

John Kambhu is a vice president at the Federal Reserve Bank of New York.
<john.kambhu@ny.frb.org>

The author thanks Tobias Adrian and two anonymous referees for helpful
comments. The views expressed are those of the author and do not necessarily
reflect the position of the Federal Reserve Bank of New York or the Federal
Reserve System.
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that amplifies market shocks if the shocks are large enough to
deplete their capital. When such traders suffer severe capital
losses, they hunker down and “unwind” their convergence
trade positions—that is, close out the positions—driving prices
further in the same direction as the initial shock. In another line
of analysis, Adrian (2004) argues that in the presence of
uncertainty, the difficulty of distinguishing permanent from
transitory shocks in asset prices can cause arbitrageurs to trade
in ways that can either reduce or raise asset price volatility.
These and other studies on the limits of arbitrage suggest how
trading activity stabilizes markets most of the time but, on
occasion, it can amplify price volatility.

This article analyzes empirical evidence on the limits of
arbitrage in the interest rate swap market as well as on how
trading risk can affect market liquidity and amplify shocks in
asset prices. We study these issues in terms of the behavior of
the interest rate swap spread—the spread between the interest
rate swap and Treasury interest rates—and the volume of
repurchase, or repo, contracts. The type of trading activity we
examine is convergence trading, in which speculators trade
on the expectation that asset prices will converge to normal,
or fundamental, levels. Convergence trades typically move
prices toward fundamental levels and stabilize markets. By
countering and smoothing price shocks, the trading flows of
convergence traders can potentially enhance market liquidity.
However, if convergence trades are unwound prematurely,
asset prices would tend to diverge further from their funda-
mental values rather than converge to them. A premature
unwinding of these trades can occur when concerns about
trading risks are more pronounced, and trading counterparties
refuse to roll over positions or internal risk managers instruct
traders to close out their positions. In this instance, a form of
positive feedback can emerge through which trading risk
amplifies asset price shocks.

Our analysis finds both stabilizing and destabilizing forces
in the behavior of the interest rate swap spread and the volume
of repo contracts that can be attributed to leveraged trading
activity. Although the swap spread does tend to converge to
its fundamental level, our findings are consistent with the
argument that the spread converges more slowly when traders
have been weakened by trading losses, and that higher trading
risk can cause the spread to diverge from its fundamental level.
We also find that repo volume is affected by trading losses and
reflects shocks that destabilize the swap spread. The behavior
of repo volume suggests how risk in trading activity can affect
market liquidity and asset price volatility.

We begin by discussing briefly the significance of the
interest rate swap market and the literature on the economic
and financial risk factors that determine the interest rate swap

spread. In Section 3, the data used in our analysis are presented.
Section 4 describes convergence trading on the swap spread.
Section 5 looks at the empirical evidence on the limits of
arbitrage in the swap market and considers how the con-
vergence of the swap spread to its fundamental level is affected
by the capital, or endowments, of convergence traders. In
Section 6, we consider how the variability in repo contract
volume might be associated with convergence trading activity
and examine the empirical relationships among shocks in
trading activity, repo volume, and the swap spread.

2. THE INTEREST RATE SWAP MARKET

The interest rate swap market is one of the most important fixed-
income markets for the trading and hedging of interest rate risk.
Itis used by nonfinancial firms in the management of the interest
rate risk of their corporate debt. Likewise, financial firms use the
swap market intensively to hedge the difference in the interest
rate exposure of their assets and liabilities. The liquidity of the
swap market also underpins the residential mortgage market in
the United States, providing real benefits to the household
sector. If the swap market was less liquid, lenders in the mortgage
market would find it more difficult and expensive to manage the
interest rate risk in fixed-rate mortgages; consequently, they
would demand higher mortgage interest rates as compensation.
Because of the extensive use of interest rate swaps, the volatility
of the swap spread can impact a wide range of market
participants. The use of swaps by market participants to meet
their hedging objectives depends on a stable relationship
between the interest rate swap rate and other interest rates;
convergence trading activity that stabilizes the swap spread
therefore can have wide-ranging benefits to the economy.

In research on the determinants of the swap spread, Lang,
Litzenberger, and Luchuan (1998) investigate how hedging
demand for interest rate swaps influences the spread and how
the spread is affected by corporate bond spreads and the
business cycle. In a complementary analysis, Duffie and
Singleton (1997) show that variation in the swap spread is
attributable both to credit risk and liquidity risk. Following that
line of study, Liu, Longstaff, and Mandell (2002) obtain a
similar result and quantify the size of the two risk factors. They
find that the swap spread depends both on the credit risk of
banks quoting LIBOR (the London Interbank Offered Rate) in
the Eurodollar loan market and on the liquidity of Treasury
securities. Furthermore, the authors conclude that much of the
variability of the spread is associated with changes in the
liquidity premium in Treasury security prices.
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All of these papers investigate the fundamental economic
and financial risk factors that determine the swap spread. In
contrast, this article analyzes how variables associated with
trading activity might influence the spread’s stability.
Furthermore, we explore how quantity variables—in this case,
the volume of repo contracts—are related to the variation in
financial asset prices. By examining how variables associated
with trading activity are linked to shocks in the swap spread,
our study is potentially related to the literature on time-varying
risk premia, which may provide an alternative explanation of
our results. Although a complete study of the interrelationships
among trading shocks, liquidity shocks, and changes in risk
premia is beyond the scope of this article, our analysis of
trading activity may help future research determine how time-
varying risk premia might be associated with the behavior of
traders and arbitrageurs.

3. DaAta

Our analysis uses a range of fixed-income yields and quantity
data (Table 1). The repo volume data consist of all overnight
and continuing repurchase positions at primary dealers. They
cover almost the entire repo market because every repo trans-
action has a dealer on one side of it.! Ideally, we would use data
on repo positions in Treasury securities only, but disaggregated
data on Treasury repos do not exist for a sufficiently long
sample period. We have a long time series only for aggregate
repo positions. (In any event, the predominant repo contract
is arepo on Treasury securities. See Adrian and Fleming [2005]
for a discussion of the repo data, the role of repos in the
financing of investments, and the role of repos in the Treasury
securities market.)

We use gross repo volume—the sum of dealers’ repo and
reverse-repo positions—because a convergence trade could
involve either a repo or a reverse repo in the data, depending
on whether the position was taken by a dealer or a customer
of the dealer. Convergence trades are conducted by customers
such as hedge funds, which transact with dealers, and by the
dealers’ own proprietary trading desks. A short Treasury
position could appear either as a repo or a reverse repo in the
data depending on whether the short position was established
by a customer or a dealer. This fact prevents us from associating
disaggregated repo and reverse-repo positions with the
direction of an arbitrage trade. Thus, we must use gross repo
positions, and can only ask whether the spread converges

'While in principle the data would capture the entire market, in practice they
do not because a few market makers are not participants in the reporting
system.

without regard to whether it is falling or rising to its funda-
mental level.

Our measure of repo volume is the deviation from its one-
year moving average. This measure is used to filter out the
normal growth of the market and isolate shocks in repo volume
that might be associated with shocks in trading activity. By this
definition, a fall in repo volume signifies a decrease relative to
its moving average.

For the swap spread, we use the average of the five- and ten-
year swaps to capture more trading activity in the swap market.
Because we use aggregate repo data, a broad measure of swap
rates would align better with the repo data.

The analysis is performed using monthly (month-average)
data because trading positions in interest rate swaps are
generally intended to be held for relatively long periods due
to their transaction costs.” Such costs would cause frequent
adjustments of swap positions to reduce trading profits
significantly, and we would not expect to find any results in
daily data. While signs of convergence trading in weekly data

TABLE 1
Data and Variable Definitions

S Average of the five- and ten-year swap spreads.

st Fundamental swap spread.

s Observable component of the fundamental swap spread.
w Direction of the deviation of the swap spread from its

observable fundamental level, w, = ‘S[f— s[| / (Stf— S)-

A Trading income in period ¢ as a function of the position
established in period t -1, 7, = AsW, _;.

y Index of monthly returns of fixed-income arbitrage hedge
funds (the Credit Suisse First Boston/Tremont Fixed-
Income Arbitrage Index).

RP Overnight and continuing gross repo positions at primary
dealers: the sum of the dealers’ repo and reverse-repo
positions. The variable is measured as the deviation of
repo volume from its one-year moving average (in units
of one trillion).

r Repo interest rate.

A Spread of the A-rated corporate bond rate over the ten-year
Treasury interest rate.

Tr Average of five- and ten-year Treasury interest rates.

Tr'0 Ten-year Treasury interest rate.

UnEmp Unemployment rate.

Data Monthly (month average) through year-end 2004. The repo
frequency  volume data are available only at a weekly frequency of

Wednesday observations. For consistency with the repo data, we
derive the monthly averages of all other variables from weekly
Wednesday observations. The sample period is 1996-2004, as
the repo interest rate data are available only from 1996.
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might be expected, the estimates at that frequency yielded
ambiguous results.’

4. CONVERGENCE TRADES ON THE
INTEREST RATE SWAP SPREAD

Our analysis rests on a supposition that the swap spread is
determined by fundamental economic and financial variables
and by the “arbitrage” activity of convergence traders. The
convergence traders form an expectation of the fundamental
level of the spread and trade in an attempt to profit from that
expectation. If the spread is above its expected fundamental
level, a trader anticipating that the spread will fall toward that
level will put in place a position that will gain if the expectation
materializes.

In terms of the instruments used in a convergence trade,
if the swap spread is above its fundamental level, a trader who
expects the spread to fall would take a long position in an
interest rate swap and a short position in a Treasury security.
Such a combination of long and short positions is insulated
from parallel changes in the level of swap and Treasury interest
rates, but it would gain if the rates moved relative to each other
as expected. If the spread between the rates fell, with the swap
rate falling relative to the Treasury rate, the long swap position
would gain value relative to the short Treasury position and the
trader would earn the difference by closing out the position.*

The transactions in a convergence trade, if they are in large
enough volume, would normally cause the swap spread to
converge to its fundamental level by exerting a counter force to
shocks that causes the spread to diverge from its fundamental
level. In the case of an initial shock that drives the spread above
its normal level, establishing the long position in the swap
would put downward pressure on the swap rate, while selling
Treasuries to establish the short Treasury position would tend
to cause Treasury yields to rise. Both transactions would exert

2The bid-ask spread of interest rate swaps is significantly larger than that of
Treasury securities. Furthermore, unwinding a swap before its maturity date
may entail transaction costs in settling on a close-out value with the counter-
party. Other transaction costs arise from the expense of managing collateral
flows to cover margin requirements. Further transaction costs arise from the
nature of transaction processing and settlement in over-the-counter (OTC)
derivatives. (See the discussion of transaction processing and settlement in
Bank for International Settlements [1998]. While automation and electronic
trading systems have changed some of the details presented in that study, the
general features of OTC derivatives trading remain the same.)

*The data frequency in our analysis is limited to at most weekly observations
because the repo volume data are available only weekly. Using weekly data, in
some cases we obtained similar results, as in the weekly analogue of the results
in Table 4. However, in other cases our results were not statistically significant.
4 fall in the swap rate would cause the present value of the swap to increase,
while a rise in the Treasury rate would cause the price of the Treasury security
to fall. Thus, the asset (the long position in a swap) gains value while the value
of the liability (the short position in a Treasury security) falls.

downward pressure on the spread, countering the effect of the
initial shock. These relationships are explained further in Box 1.
When a convergence trade is unwound, the spread tends to
move in the direction opposite the move that resulted from
putting the position in place. In the previous example, the
transactions to unwind the trade would cause the swap rate to
rise and the Treasury yield to fall, and the spread would widen
in the absence of other shocks (Box 1). In order to unwind the

Box1
Convergence Trades and the Change
in the Swap Spread

Tables 1 and 2 below show the market impact of a convergence
trade undertaken by a sufficiently large number of traders to affect
market prices. The scenario depicted is that of a swap spread above
its fundamental level, in which a trader expects the spread to fall
back to that level. In this case, the convergence trade is a long swap
position and a short Treasury position.

When the trader establishes the position (Table 1), the swap
spread converges to its fundamental level; when the trader unwinds
the position (Table 2), the swap spread diverges from its funda-
mental level—rising further above it.

Conversely, when the swap spread is below its fundamental
level, the convergence trade position is the reverse of what we just
described, and it has an opposite market impact on prices and
rates.

TABLE 1
Establishing a Convergence Trade Position When
the Swap Spread Is above Its Fundamental Level

Addingto  Market Price Interest Rate ~ Spread
Position  Position Impact Change Change
Swap Long Buy® Rise Fall
. Fall
Treasury  Short Sell Fall Rise

TABLE 2
Closing Out a Convergence Trade Position When
the Swap Spread Is above Its Fundamental Level

ClosingOut  Market Price  Interest Rate ~ Spread
Position  of Position Impact Change Change
Swap Long Sell Fall Rise Ri
ise
Treasury  Short Buy Rise Fall

¥To buy a swap, as represented in Table 1, means to contract to receive
the fixed rate in a new swap. In this instance, when more market
participants than usual are seeking to receive the swap rate, the market
impact is a downward pressure on the swap rate and a rise in the
mark-to-market value of outstanding swaps. The sale of a swap, as
represented in Table 2, has the opposite effects of a buy.

4 TRADING Risk, MARKET L1QUIDITY, AND CONVERGENCE TRADING




position at a profit, a convergence trader typically would wait
until shocks in the direction opposite the initial upward shock
bring the spread down to a level that allows the trade to be
closed out profitably. In this case, convergence trading would
stabilize the spread by exerting a countervailing force to shocks
in the spread. However, if the convergence trade position is
unwound prematurely—before the spread falls toward its
fundamental level—the spread would tend to widen further
as a result of the unwound trade (Box 1).

A premature unwinding of the position causes volatility
in the spread in the sense that the spread diverges from its
fundamental level instead of converging to it. Furthermore, a
lower than usual level of convergence trading could also lead
to volatility, as the market would be more vulnerable to shocks
if traders who would otherwise stabilize the spread stay on the
sidelines. Before examining the empirical relationship between
shocks in the swap spread and a contraction of trading activity,
we look at how the endowments of traders affect the spread’s
convergence to its fundamental level.

5. LiMITS OF ARBITRAGE
AND THE SWAP SPREAD

How do trading profits affect the strength of arbitrage activity?
In the model used in our analysis, we test the hypotheses that
less convergence trading occurs when traders’ endowments
have been impaired. For instance, losses will deplete capital
used to fund the margin and collateral required to establish
trading positions; when such collateral constraints are binding,
we would expect to find less trading activity. Alternatively,
large losses may make traders more risk averse, as in Xiong
(2001). Thus, significant losses would suggest a lower level of
convergence trading, and consequently a slower convergence
of the swap spread to its fundamental level. Here, we study the
empirical evidence on such swap spread behavior.

To examine the limits of arbitrage in the swap market, we
use an equation that reflects the determinants of the swap
spread as described above. The swap spread tends to converge
to a value that we call its “fundamental” level, and the rate of
convergence depends in part on the amount of convergence
trading.

(1) S, = AS{+ (L= A)s,_1 + 14 »

where s is the observed spread, S F is the fundamental spread,
M is a random residual, and the size of the convergence
coefficient (4 ) depends on the amount of convergence trading,
with 0 < A< 1. With perfect and unlimited arbitrage, we have

A = 1; with limits to arbitrage, we have A < 1. Furthermore,
as we discussed, we would expect A4 to be smaller when
convergence traders are less active. Rearranging terms in
equation 1, we have

(2) Aas; = /1(StF— Si_1) t A -

If the fundamental spread (S F ) is determined by observable
and unobservable variables, we can rewrite equation 2 in terms
of observable variables. To this end, let S; = ax, + &, , where x
is the set of observable variables and ¢ is unobservable.
Equation 2 can then be rewritten as

(3) As; = A(aX;—Si_1) t V¢ »

where v, = A&+ 4 . For this discussion, it would be
convenient to denote the observable component of the
fundamental swap spread concisely—say, by S:, where
s, = ax,.

In estimating equation 3, we treat the coefficient A as state
dependent. Specifically, it depends on the amount of trading
activity.

5.1 The Level of Trading Activity

The level of trading activity is assumed to be lower when
traders have been weakened by trading losses. In particular,
losses will deplete capital used to fund the margin and collateral
required to establish trading positions. In addition, depleted
capital levels may tighten risk management constraints on
trading positions, as will occur when value-at-risk limits

on trading positions are defined relative to capital. In our
estimation of equation 3, we infer trading income and the level
of trading activity using three different approaches.

1. Trading income and the change in the spread. In this
approach, trading gains and losses are derived from the change
in the swap spread and an inferred trading position. In par-
ticular, if the spread is below its expected fundamental level,

a trader anticipating that the spread will rise will put in place
a position that will gain if the expectation materializes. If the
spread subsequently rises, profits are earned, but the position
loses if the spread falls. Thus, traders earn profits when the
spread converges to its expected fundamental level and suffer
losses when the spread diverges.

More precisely, in establishing a trading position at period
t— 1, traders observe the observable component of the
fundamental spread and its deviation from the actual spread
(Stf_ 1— S_1) in period t — 1. After the position has been
established, the subsequent change in the spread in period ¢
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then determines trading income in period ¢t. We write this
relationship as

M= ASyWy_q,

where 7 is trading income and w, _; = stf_ 1—Si_ 1’ /(stf_ 1—St1)
is the sign of (stf_ 1 —S;_1) and indicates the direction of the
trading position. Together, the change in the spread and the
trading position determine the position’s gain or loss.

In the conjecture on the limits of arbitrage, the convergence
coefficient (1) is expected to be smaller when traders have
been weakened by losses in the previous period. In particular,

A > A1) when 7_{'>0 and 7_, <0.

2. The earnings of hedge funds and trading activity. The
endowments of convergence traders could also be inferred
from the returns of fixed-income arbitrage hedge funds. Here,
we assume that after hedge funds suffer losses, less arbitrage
trading occurs in the next period.

Let ¥, _; denote the earnings of fixed-income arbitrage
hedge funds in the previous period; the convergence coefficient
(A) is conjectured to depend on y, _; as

/?'t(yt—:'L—') >}‘t(yt—1L) when Yt—1H>0 and Yt—1L< 0.

3. Repo volume and trading activity. In this approach, the
level of trading activity is inferred from the change in repo
volume. Because repo contracts are used in convergence
trading, we might expect a fall in repo volume to signal trading
losses. In particular, significant trading losses might force a
close-out of trading positions that would be reflected in falling
repo volume. Accordingly, if a decline in repo volume occurred
when traders have been weakened by losses, we would expect
less convergence trading and a smaller convergence coefficient
(4) when repo volume falls.

If ARP denotes the change in the volume of repos out-
standing, we would expect

A(ARP™) > 1(4RP") when 4RP" >0 and 4ARP"<0.

5.2 The Fundamental Swap Spread

We now specify the relationship between the fundamental
swap spread and its observable determinants. The model of the
fundamental spread is adapted from Lang, Litzenberger, and
Luchuan (1998), who examine the fundamental economic and
financial variables that determine the swap spread. Following
their lead, we define the equation

(4) StF = o+ oAt o Tr + oUnEmp, + o A + &,

where A is the A-rated corporate bond spread over the ten-year
Treasury rate, Tr is the average of the five- and ten-year
Treasury interest rates, UnEmp is the unemployment rate,

r is the repo interest rate, and € is an unobservable random
shock.” In this model of the fundamental swap spread, we
assume that the corporate bond spread is an exogenous
variable, as it is an index of economywide bond prices and may
be influenced by a broader set of forces than those that affect
the swap market. While we make this assumption here, the
nature of the interrelationship between the swap spread and
the bond spread remains an open question and is a topic for
future research.’

5.3 Estimation Results for the Limits
of Arbitrage

In estimating our model, we substitute the fundamental swap
spread (equation 4) into the observed swap spread (equation 2)
and estimate all the coefficients jointly (equation 3). We esti-
mate three versions of equation 3 using different indicators of
the level of trading activity as described above. The regression
results are presented in Table 2. In Models 1 and 2, trading
activity is inferred from trading income, which in Model 1 is
derived from the change in the spread and the inferred trading
position, while in Model 2 it is inferred from the earnings
of fixed-income arbitrage hedge funds. In Model 3, trading
activity is inferred from the volume of repo contracts.

All three regressions in Table 2 yield similar results, with
similar coefficients in each row and similar differences

5In addition to using the spread of the A-rated corporate bond over the
Treasury rate, we also used the spread of the BBB-rated corporate bond

over the AAA-rated bond yield. We obtained similar results employing this
specification, but we found lower levels of statistical significance. For the long-
term Treasury rate, we used the ten-year rate and the average of the five- and
ten-year rates, arriving at similar results both times. In addition to the variables
described in Lang, Litzenberger, and Luchuan (1998), we found that the repo
rate also influences the swap spread. An alternative specification of the shock
in the repo rate (Ar ) can be defined as the difference between the levels of the
repo rate and the three-month Treasury rate. We obtained similar results using
both specifications of the repo rate shock. In an alternative specification of the
fundamental swap spread, we represented the fundamental spread by the
twelve-month moving average of the swap spread plus the shock in the repo
rate. We obtained the same results here as we did using the macro variables
model of the fundamental spread, but we found lower levels of statistical
significance.

®In a preliminary analysis of an extended model that included the corporate
bond spread as an endogenous variable, we obtained the same results as we
did using the model in this article. This issue deserves further study, however,
before one draws conclusions about the nature of the interrelationship between
the corporate bond and swap spreads. In a related topic, research by Collin-
Dufresne and Solnik (2001) provides insight on the spread between LIBOR
bond yields and swap rates.
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TABLE 2

Regression Results for Convergence of the Swap Spread Conditional on the Level of Trading Activity

Model 1

Model 2 Model 3

Trading Income Inferred from

Trading Income Inferred from Trading Income Inferred from

Lagged Change in Spread Hedge Fund Earnings Repo Volume
(o =5, 1) 0.322 0.253 0.339
L FR T 51 (5e=0.080, p=0.000) (5e=0.060, p=0.000) (se=0.082, p=0.000)
L —2)(@% 1) 0.092 0.152 0.055
XTS5 (se=0.074, p=0.217) (se=0.132, p=0.252) (se=0.061, p=0.371)
const. (0g) 1.147 1.089 0.295
(o (p=0.000) (p=0.018) (p=0.514)
A 0.289 0.290 0.365
(p=0.000) (p=0.000) (p=0.000)
Tr 0.054 0.055 0.126
(p=0.000) (p=0.134) (p=0.006)
UnEm -0.279 -0.269 -0.212
P (p=0.000) (p=0.000) (p=0.000)
Ar 0.370 0.372 0.487
(p=0.000) (p=0.003) (p=0.002)
Adjusted R2 0.155 0.119 0.176

Source: Author’s calculations.
Notes: Regression results for the equation
— b n
A, = 1 z(ox; =S ) + A (L-z)(@X=S;_1) + U, »
with
X, = oq+ oAt agTr + oUnEmp, + g A,
z, = 1 if g;>0 and 0 otherwise,
where
in Model 1: g,

in Model 2: q; = y,_, (earnings of fixed-income arbitrage hedge funds),

in Model 3: @,

ARP, _; (change in repo volume),

f f f
and W, = |SI—SI|/(SI—SI),St =aX;.

_q = AS;_qW,_, (derived trading income, where w, , indicates the direction of the trading position),

In the regression, all coefficients are estimated jointly. Standard errors (se) and p-values are in parentheses, with Newey-West standard errors and

covariance. The sample period is 1996-2004.

“In this case, we assume that when traders suffer losses, trading positions are closed out and repo volume falls. We obtain similar results for both current
and lagged changes in repo volume. The results reported in the table are for a lagged change in repo volume.

between rows. The estimated convergence coefficient (1) is
indeed less than 1, a result consistent with less than perfect
arbitrage in the market. Furthermore, the coefficient is smaller
when the inferred level of trading activity is lower, as can be
seen from a comparison of the table’s top two rows, where the
second row represents the case of less active traders. In an
F-test of whether the difference between the convergence
coefficients in the two cases is statistically significant, we find
that it is in the first and third models but not in the second.
Nevertheless, even in the second model, we find that the
convergence coefficient is statistically significant for a higher

level of trading activity, but not for less active traders. Thus, we
have strong results in the first and third models but a weaker
result in the second.

In terms of the limits to arbitrage, the similar results across
the three measures of trading activity and trading income
support the argument that the amount of convergence trading
depends on traders’ endowments. If trading losses lead to a
retreat of convergence traders, the swap spread would converge
more slowly to its fundamental level. We indeed find such a
relationship between inferred trading losses and the speed of
convergence of the swap spread.
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6. SHOCKS IN TRADING ACTIVITY, REPO
VOLUME, AND THE SWAP SPREAD

Here, we examine how trading shocks can affect the swap
spread in ways beyond the effects of limits to arbitrage that slow
the convergence of the spread to its fundamental level. In
particular, we look at how shocks in trading activity can
heighten volatility in the swap spread.

6.1 Convergence Trading and the Volume
of Repurchase Contracts

The analysis requires a signal of shocks in trading activity. For
this indicator, we use the volume of repo contracts because one
leg of a convergence trade on the swap spread is a position in
Treasury securities that would normally involve a transaction
in the repo market. Thus, even though data on convergence
trading positions do not exist, large changes in these positions
may be reflected in changes in repo market variables. While
the behavior of aggregate repo volume is driven by multiple
trading and financing motivations, we might still expect some
of the variation in repo volume to be associated with con-
vergence trading on the swap spread given the large size

of the swap market.” Accordingly, we seek an empirical
relationship between the behavior of the swap spread and
repo volume that would be consistent with the effects of shocks
in convergence trading.

6.2 Trading Shocks and the Swap Spread

To analyze how trading shocks might affect the volatility of the
swap spread, we add to the equation for the change in the swap
spread the proxy variable for trading activity: the volume of
repo contracts. In our view, a contraction of trading positions
will be reflected in a fall in repo volume, while a premature
unwinding of convergence trading positions will disturb the
swap spread. Thus, we would expect to find a relationship
between a fall in repo volume and disturbances in the spread.
We expect a fall in repo volume to be associated with a swap
spread diverging from its fundamental level. For instance,
when the spread is above its fundamental level, convergence
traders will establish a position that would gain from a falling

"In April 2004, the U.S. dollar interest rate swap market had average daily
trading volume of $195 billion of notional amount (Bank for International
Settlements 2005). By comparison, over the same period, the average daily
trading volume in Treasury coupon securities (notes and bonds) by primary
dealers was $449 billion, according to the Federal Reserve Bank of New York

(http://www.newyorkfed.org/markets/statrel.html).

spread. Unwinding the position prematurely, however, will
cause the spread to rise further above its fundamental level
rather than converge to it (Box 1, Table 2). Such a trading
shock will destabilize the swap spread in the sense that the
spread will diverge from its fundamental level instead of
converge to it.

To identify the direction of the impact on the swap spread
of a trading position contraction, we weight repo volume by the
sign of the deviation of the swap spread from its fundamental
level. This conditioning adjustment is necessary because the
unwinding of a position could cause either a rising or falling
swap spread, depending on the direction of the position. The
sign of the deviation of the spread from its fundamental level
allows the identification of the price impact because that
deviation determines the direction of the trading position.

In formal terms, to infer the direction of convergence trades
put in place in period t, we use the indicator variable
W, = ‘Stf—st‘/ (stf— s, ), the sign of the deviation of the swap
spread from its observable fundamental level. As an indicator
of the direction of the convergence trade position put in place
in period t, the variable w; informs us of the market impact
of an unwinding of the position in the next period.

If the position established in period t — 1 s closed out in
period ¢, the resulting fall in repo volume in period ¢ condi-
tioned by w,_; captures the impact on the spread in period t.
This specification leads to a modification of equation 3
through the addition of the volume of repo contracts,

(5) 4s, = BURP, +ﬁ1‘ARp<0ARPtWt—1 +A(@X =S 1)+ Vi

In this equation, S % is a coefficient for a baseline effect of
repo volume, and the trading shock effect is captured by ﬁl .
To isolate the effect of the premature closing out of positions,
we restrict the trading shock coefficient ( ﬂl ) to the conditional
case of falling repo volume.? As mentioned above, in the
trading shock term, w;_; converts a fall in repo volume into
the appropriate impact on the spread: either an upward or
downward shock depending on the position being unwound.
With the conditioning variable w on repo volume, we expect
the trading shock coefficient ( ﬂl ) to be positive (see Box 2 for
more details). As before, we expect the convergence coefficient
(A) to be less than 1 as well as to be smaller when traders have
suffered losses.

Before proceeding with the estimation of equation 5, we
consider the possibility of a simultaneous relationship between

8We also estimated a variation of the restriction on the trading shock
coefficient using separate coefficients for rising and falling repo volume; we
obtained the same results as we did using the specification in equation 5. The
estimated coefficient for falling repo volume was the same as the result using
equation 5, while the estimated coefficient restricted to rising repo volume was

not statistically different from zero.
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Box 2

Derivation of the Sign of 4"

The fall in repo volume that occurs when a trading position is
closed out signifies that the change in repo volume is negative,
while the change in the spread depends on the direction of the
position (in particular, if speculators took positions on whether
the spread would fall or rise, which in turn depends on whether
the spread was above or below its fundamental level).

If the swap spread is above its fundamental level, the weight w
is negative; the results in Box 1, Table 2, show that the change in the
spread is positive. Therefore, the change in the spread is positive,
as is the weighted change in RP (see table below).

If the swap spread is below its fundamental level, the weight w
is positive; the converse case in Box 1 indicates that the change in
the spread is negative. Therefore, the change in the spread is
negative, as is the weighted change in RP (see table below).

In all cases, a positive relationship therefore exists between the
change in the swap spread and the weighted change in repos

outstanding.

Relationship between a Change in the Swap
Spread and the Weighted Change in Repo Volume

Swap Spread w  ARP A4S ﬂleS/AR P.w
Above fundamental level () (-) (+) (+)
Below fundamental level (+) (-) (-) (+)

Notes: (+) denotes a positive value; (-) denotes a negative value.

w= ‘sf—s‘/(s f—s).

repo volume and the swap spread. In addition to the effect of
repo volume on the swap spread in equation 5, the swap spread
in turn could influence repo volume through its effect on
trading gains and losses.

6.3 Trading Losses and Repo Volume

We now consider the possibility that repo volume is affected
by trading losses if such losses lead to a contraction of trading
positions and thus a fall in repo volume. In leveraged trading
activity such as repo or derivatives transactions, a trading loss
would create a credit exposure with the trader’s counterparty.
When the exposure reaches some threshold level, the counter-
party may demand to close out the position or call for collateral
to cover its exposure. If the additional collateral is not provided,
the position would be closed out. In this scenario, we would
expect repo volume to fall when traders suffer significant losses.

Alternatively, a trading firm’s internal risk management
discipline could also lead to the same relationship between
losses and repo volume. A trading loss that exceeds a loss limit
would trigger a risk management instruction to close out the
losing position, with the same observed relationship occurring
between trading losses and repo volume as in the counterparty
credit risk scenario.

In an initial test of the relationship between repo volume
and trading income, we express the relationship as

(6) ARP, = y+ ¥+ ylm_ + kAT + @,

where 7 is trading income, Tr'% is the ten-year Treasury
interest rate, and ¢, is an unobserved random residual. The
ten-year Treasury rate is included to account for the effect of
the interest rate environment on the repo market.” In addition,
we include both current and lagged trading income. If traders
unwind their positions when they experience losses, both ARP
and 7 would be negative and the coefficient on trading income
(7 ) would be positive.

In the exploratory estimate of the relationship between repo
volume and trading income (equation 6), we use the earnings
of fixed-income arbitrage hedge funds as a proxy for trading
income. The estimation results confirm the presence of such
a relationship (Table 3). In column 1, the regression seeks a
relationship between repo volume and trading income, and we
find a statistically significant positive coefficient on trading
income for both current and lagged hedge fund earnings. In
column 2, to test whether trading losses lead to a contraction
of repo volume, we condition the coefficient on trading income
upon gains versus losses. Trading losses are indeed found to
have the conjectured effect on repo volume, with statistically
significant positive coefficients on trading income under the
restriction of trading losses.

6.4 Trading Losses, Repo Volume,
and the Swap Spread

Our model using repo volume considers the possibility of a
simultaneous relationship between repo volume and the swap
spread. In addition to the effect of repo volume on the swap
spread (equation 5), the swap spread could in turn influence
repo volume through its effect on trading gains and losses
(equation 6). We now account for such a relationship between
the two variables.'’

The ten-year to three-month term spread could also be used in this equation;
it would yield similar results.
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TABLE 3
Regression Results for Repo Volume
and Trading Losses

Unconditional Conditional
Coefficient Coefficient
const. (W) -0.011 -0.018
(p=0.000) (0.020)
Vi 0.006
(p=0.026)
Vi1 0.014
(p=0.000)
0.008
yt|y‘>0 (=0.337)
0.005
)’t|y‘ <0 (p=0.060)
0.019
yt—l‘yt_1>0 (p:O 007)
0.012
YI—l‘y‘,1<0 (p=0.000)
ATr® -0.059 -0.059
(p=0.000) (p=0.000)
Adjusted R? 0.329 0.322

Source: Author’s calculations.
Notes: Regression results for the equations
B 0 1 10
ARP =y + y Y+ 7 Yi_ + kAT i+ ¢
and
B 01 02 1 12
ARP =y + 7y soyi+ 7y <oyt 7y 0N+ 7
10
g <0Yi-1t KATR + g,
where
y = earnings of fixed-income arbitrage hedge funds.

p-values are in parentheses, with Newey-West standard errors and
covariance. The sample period is 1996-2004.

If we define trading income endogenously, as we do in the
expression 7; = ASW, _, substituting for trading income in
equation 6 leads to

(7)ARP, = w+ 74s, + 7OAStWt_1 + }/lAst_lwt_2+ KATrt10 +q,

where, in addition to substituting for trading income, we
include the swap spread by itself to capture a baseline
relationship between repo volume and the swap spread. In this
equation, trading gains and losses depend on whether the swap

10A simultaneous relationship between repo volume and the repo interest rate
might also be possible. In tests of simultaneity, however, we found no sign of
such a relationship among the repo market variables. A more general model
with repo volume would also include other trading activity that involves the
repo market—for instance, carry trades, trading on corporate bond spreads,
and mortgage-backed securities trades. Such a large-scale model of trading
activity, however, is beyond the scope of this article.

spread is moving toward or away from its fundamental level.
A converging spread leads to gains while a diverging spread
results in losses.

This equation, combined with the swap spread equation
(equation 5), gives us a simultaneous-equations model in
which trading shocks, as reflected in repo volume, affect the
swap spread, while shocks in the swap spread cause trading
losses and the closing out of trading positions that in turn
lead to a fall in repo volume.

Bringing together equations 5 and 7 gives us the following
model of the swap spread and repo volume

(8) 4s, = BURP, +'51’ARP<0ARPtWt-1 +A(@x =S 1)tV
(9) ARP =y + 74s + 7/041stwt_1 + }/141st_1wt_2 + KATrt10 +a@,

with ax, = g + A+ o5 Tr + oUnEmp, + oz Ar,, where
equations 8 and 9, respectively, are equations 5 and 7
relabeled.

6.5 Estimation Results of the Simultaneous-
Equations Model

We estimate equations 8 and 9 using two-stage least squares;
we estimate the coefficients of the fundamental swap spread
jointly with the other coefficients. The results are presented
in Table 4.

We find using the equation for the change in the swap
spread (Table 4, column 1), as we did using the single-equation
model, that the convergence coefficient is smaller when the
inferred level of trading activity is lower. This relationship
occurs when trading has been unprofitable (compare rows 3
and 4). In row 2, we find a statistically significant positive
coefficient for falling repo volume, indicating that the swap
spread diverges from its fundamental level when repo volume
falls.!! This result is consistent with the argument about the
effect on the swap spread of unwinding trading positions.
Furthermore, for the repo volume equation (column 2), we
find that repo volume varies directly with trading income (note
the statistically significant positive coefficient in row 6), which
would occur if traders unwound their positions when they
suffered losses.

These results are consistent with the argument that shocks
in the swap spread are associated with trading risk. The swap
spread tends to diverge from its fundamental value when repo
volume falls, and repo volume tends to fall when convergence
traders experience losses.

As discussed in footnote 8, we also estimated a variation of the model with
separate coefficients for rising and falling repo volume; we obtained the same
results as we did using the specification in Table 4.
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TABLE 4
Regression Results for the Swap Spread,
Repo Volume, and Trading Losses

As ARP
0.108
ARR (p=0.472)
0.949
ARRWe- 1| e g (p=0.000)
(s 0.411
TS-Dln_ 150 (520,087, p=0.000)
(s 0.198
TS-Dln <0 (se=0.064, p=0.003)
0.009
As, (p=0.902)
0.242
Aswy_y (p=0.001)
0.020
Asp_ Wy (p=0.805)
10 -0.047
ATry (p=0.009)
const 1.226 -0.001
(@) (p=0.000) (0.862)
0.287
A (p=0.000)
0.046
r (p=0.063)
-0.290
UnEmp (p=0.000)
0.310
Aar (p=0.002)
Adjusted R? 0.206 0.110

Source: Author’s calculations.
Notes: We use two-stage least squares regression results for the equations

1 P n
48,= ByARP + B oo (ARP W1+ A7 |5 so(ax—s, )+ A"

m_ <00 =S_1) + Uy,
ARP, = y+ 745+ 7’4 +y'4 + KAT +
t S Yt TAS Yy ASW_ g+ Y AS Wy ot KAt @
with
X, = ot oA+ ogTr + aUnEmp, + oz Ar,
R f
w, =5~ 5] (s~ 0,
f_
Sy = %,
1= AS_ Wy _p.

Standard errors (se) and p-values are in parentheses, with Newey-West
standard errors and covariance. The sample period is 1996-2004.

Convergence trading usually stabilizes the swap spread
because traders take positions that counter shocks to the spread
in a buy-low/sell-high speculation that maintains market
liquidity. The results in this section, however, suggest that large
shocks can be amplified by the premature unwinding of
convergence trades. Generally, traders unwind their inventory
when shocks in a direction opposite the initial shock enable
them to close out their positions profitably in a controlled
fashion, smoothing out liquidity shocks as they do so. If
convergence trades are unwound prematurely, though, they
impact market liquidity and can cause the spread to diverge
from its fundamental level rather than converge to it. When
traders take positions that counter shocks in the spread, the
inventory built up in those positions overhangs the market and
becomes a potentially destabilizing force, even though the
change in that inventory usually stabilizes the spread. Although
speculative trading normally absorbs shocks as traders execute
their buy-low/sell-high strategies, the untimely liquidation of
the accumulated trading positions can release back into the
market the shocks that had been absorbed by that inventory.

7. CONCLUSION

This study offers evidence of stabilizing as well as destabilizing
forces in the behavior of the interest rate swap spread that
might be attributable to speculative trading activity. Our results
are consistent with the argument that the swap spread
converges more slowly to its fundamental level when the
capital, or endowments, of traders has been impaired by
trading losses. Furthermore, while convergence traders tend
to stabilize the swap spread, we also find evidence of how
trading risk can sometimes cause the spread to diverge from
its fundamental level.

Our results suggest that convergence trading typically
absorbs shocks, but an unusually large shock can be ampli-
fied by the premature unwinding of traders’ positions.
Destabilizing shocks in the swap spread are found to be
associated with a fall in the volume of repo contracts in a way
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that is consistent with an unwinding of trading positions. Although other explanations of the relationship between

We also find that repo volume drops in response to losses in shocks in repo volume and the swap spread might ultimately
convergence trading. Together, these results are consistent with be put forth, our results suggest that it would be worthwhile to
the argument that trading risk, as reflected in fluctuations of pursue further research on how shocks in trading activity affect
repo volume, on occasion can destabilize the swap spread. spreads in fixed-income markets.
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Paul Edelstein and Donald P. Morgan

LLOCAL OR STATE?
EVIDENCE ON BANK MARKET
S1zE USING BRANCH PRICES

® Each Federal Reserve Bank defines the
banking markets in its District at the local
rather than the state level. The effect of bank
mergers on market competition depends
crucially on this definition of size, as
competition could be stifled if the combined
deposit share of two merging banks in one
market is too large.

® The elimination of state laws against
branching now enables banks to compete
across states—implying that banking markets
are getting bigger and spurring a “local or
state?” debate over market size.

® An analysis of bank market size suggests that
branch prices—the amount a bank pays to
buy another bank’s branches—may be a
better indicator of size than the current
measure, bank deposit rates.

® The results indicate that banking markets are
not necessarily local. Prices for bank branch
sales in ten northeastern states over the
1990s are more closely correlated with bank
concentration at the larger, state level
than at the local level.

1. INTRODUCTION

eographic markets are currently defined by market
G analysts at each of the twelve Federal Reserve Banks, with
oversight by the Federal Reserve Board and even the U.S.
Supreme Court. In 1963, in U.S. v. Bank of Philadelphia, the
Court ruled that the market for bank deposits is local. That
1963 ruling still unifies market analysis at each of the twelve
Reserve Banks. The flavor of analysis differs somewhat across
Banks, but the stock is the same. Analysts stake off their District
into local markets: either metropolitan statistical areas (MSAs)
or small groups of rural counties. Once they have designated
the markets, analysts keep tabs on the distribution of deposits
at banks operating in the markets.'

Designating the market correctly matters a lot when it
comes to bank mergers. Suppose one bank wants to buy
another bank that operates in the same designated market.

If the banks’ combined share of deposits in that market is too
large, regulators may frown upon the merger because it might
stifle competition. Some bankers push back by challenging the
Fed’s designated markets; “we are not too large,” bankers
sometimes contend, “your designated market is too small.”

To be fair, a lot has changed since the Supreme Court
decreed that bank deposit markets are local. Competition
across markets was limited then by state laws against
branching. With those laws gone, banks can now just build
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or buy abranch in another city if doing so seems profitable.”
Technology has also improved. Circa 1963, savers deposited
and withdrew funds in person, so local nearby banks had a
distinct advantage over more remote competitors. Now savers
can bank at far-flung ATMs or via phone or Internet, so
location matters less. In a study of European banking markets,
Corvoisier and Gropp (2001) find that market contestability—
the threat of competition from potential entrants—increases
with the number of Internet hosts per capita. Better
information technology has also lowered the costs of managing
widespread branch networks (Berger and DeYoung 2002).

In view of these changes, Radecki (1998) challenges the
local-market paradigm. He observes that banks with branches
in multiple markets tend to pay the same deposit rates all over
the state. Moreover, deposit rates depend more on bank
concentration (a proxy for competition’) at the state level than
at the local level. Hannan and Prager (2001) challenge some of
Radecki’s results—they find more differences in deposit rates
across markets—but even they still concede that the growing
role of multimarket banks tends to blur market boundaries.

Part of the disagreement over market size stems from data
limitations. As Biehl (2002) points out, comparisons of deposit
rates across banks in different locations can be misleading; if
deposits differ across two cities, does it mean that the cities
represent different markets, or that banks in those cities offer
different levels of service? Comparing profits would be
preferable (because profits capture differences in prices and
services), but profits at the branch level are not available to
researchers.

The branch prices we study are less limited. Increasingly,
banks are entering new markets by buying one or more
branches from other banks (Benz 1998). The price of a given
branch should depend on the branch’s expected profits, and
expected profits, in turn, depend on competition. All else
equal, branches in less competitive (that is, more concentrated)
markets will fetch higher prices because the absence of
competition enables branch owners to lower deposit rates
or service levels (or both).

Using prices on 110 branch deals over 1992-99 in ten
northeastern states, we run a type of “horse race” to determine
whether branch prices depend more on concentration at the
local level (as the local-market paradigm implies) or at the
larger, state level. Our branch price data seem to work well
in the sense that branch prices are always correlated with
concentration at one level or another. Some of the specific

IThe District flavor enters in how analysts decide to group or divide rural
counties into a designated market (DiSalvo 1999).

Branching is less expensive than chartering a whole new bank with its own
capital, board, and management (as was required before).

*We discuss the use of bank concentration as a proxy for competition later.

findings are consistent with the state-market hypothesis; across
all years in our sample, branch prices are more closely
correlated with bank concentration at the state level than at the
designated market level. State-level concentration also tends to
matter more for branch prices in dollars and cents, not just in
statistical terms. However, the correlation between branch
prices and state concentration depends partly on how we cut
the data, so we cannot conclude entirely in favor of the state-
market hypothesis. Branch price data certainly advance the
local-versus-state debate, and with enough such data, that
question might be settled once and for all.

The next section discusses conceptual definitions of markets
and summarizes actual Federal Reserve practices in designating
markets. Section 3 reviews some of the evidence on market size,
most of which, it should be admitted, favors the local-market
hypothesis. In Section 4, we present our findings, showing that
branch prices also depend on concentration at the state level, not
just at the local level. Section 5 discusses robustness and caveats.

2. BANKING MARKET DEFINITIONS:
CONCEPTS AND PRACTICES

By “market,” we mean the market for bank deposits in
particular. Banks sell loans and many other services, of course,
but in its 1963 ruling, the U.S. Supreme Court accepted the
argument that antitrust analysts can use deposits as a proxy for
the full “cluster” of banking services. Without that assumption,
market analysis would forever beg “market for what?”
questions.

So how big is the deposit market? The U.S. Department of
Justice, the main antitrust agency, suggests that the market for
deposits (or any product for that matter) can be viewed as:

a region such that a hypothetical monopolist . . . would
profitably impose at least a “small but significant and

nontransitory” increase in price.”

The key word in that definition is profitably. The monopolist
just represents a hypothetical case where the conjectured
market is so small—a city block, for example, or a village—that
a single provider could serve it. Suppose the hypothetical
monopolist tried to raise prices (or lower deposit rates) in the
conjectured market. If savers flock to another nearby bank or
branch, or if another bank steps in and offers higher deposit
rates, the monopoly bank’s attempt to raise prices will be
unprofitable, and hence, transitory. Thus, the conjectured
market is too small.

4See <http://www.usdoj.gov/atr/public/guidelines/horiz_book/12.html>.
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The Justice Department guidelines above are more of a
thought experiment, or a conceptual view. In practice, analysts
at the twelve Federal Reserve Banks designate markets using
simpler analysis. Following the Supreme Court’s decree, most
analysts define markets as MSAs or groups of rural counties,
then fine-tune the definitions using commutation patterns
between locales reported in the U.S. census (DiSalvo 1999).
Sufficiently high commuting between two rural counties, for
example, might justify treating the counties as part of the
same market.

The local-market paradigm implies about 2,000 banking
markets in the United States (Table 1). The number and size
of markets vary considerably across Federal Reserve Districts,
ranging from about 3,500 square miles in the densely
populated New York District to just 1,400 square miles in the
sparsely populated Kansas City District. A sparsely populated
region does not necessarily imply small markets, however.
For example, analysts in Minneapolis judge that markets in
their District are larger than those in the New York District,
even though their population is sparser than the population in
the Kansas City District. Note the vast range of deposits per
market, too: $31.2 billion per market in New York, versus just
$379 million per market in Kansas City.

TABLE 1
Summary of Banking Market Definitions
by Federal Reserve Bank

Deposits
Popula- per
tion Popula- Square Market
Number  Density tion Miles  (Millions
of of per per of
Bank Markets  District Market Market  Dollars)
Boston 86 193.2 145,488 753.2 2,217.6
New York 15 464.2 1,638,095  3,529.0  31,265.5
Philadelphia 33 327.9 359,018 1,095.0 4,611.5
Cleveland 120 224.2 137,029 611.3 2,072.8
Richmond 194 162.8 129,458 795.3 1,719.9
Atlanta 288 131.1 124,629 950.6 967.7
Chicago 256 164.4 123,928 753.7 1,423.6
St. Louis 266 74.5 45,575 611.4 544.7
Minneapolis 102 18.6 76,365  4,108.9 1,002.1
Kansas City 359 28.9 40,549  1,404.7 379.9
Dallas 267 57.6 77,051 1,336.6 667.0
San Francisco 132 39.9 NA NA NA

Source: DiSalvo (1999).

3. EVIDENCE ON BANK MARKET S1ZE

Researchers have considered a variety of evidence on bank
market size, ranging from “how far is your bank?” types of
survey questions to more technical studies of how bank
deposit and loan rates relate to market concentration.

3.1 Survey Findings

According to the Survey of Consumer Finance, a periodic
survey conducted by the Federal Reserve, the median distance
between households and their primary depository institution
in 1999 was just three miles, the same as it was in 1989 (Amel
and Starr-McCluer 2001). Savers also stay with the same nearby
bank for along time; Kiser (2002) finds that the median tenure
of a household’s main bank is ten years. When savers do switch
banks, the most common reason cited is relocation, suggesting
the importance of having a local provider.

Small business borrowers like their banks nearby as well
(and vice versa, presumably), but the distance between them
has grown. According to the Federal Reserve’s National Survey
of Small Business Finance, the distance between the typical
small firm and its bank lender in 1970 was just sixteen miles,
compared with sixty-eight miles in the 1990s (Petersen and
Rajan 2000). The four-fold increase suggests some expansion
of banking markets, but at sixty-eight miles, the latest figure
implies that markets remain relatively local.

This survey evidence shows convincingly that savers and
borrowers like to be close to their banks, but it does not tell us
how far banks will travel when they see profit opportunities in
another market. Back when states limited branching, a bank
could not simply branch into another city if savers there
seemed underserved. Now banks can branch freely, so the
relevant market, from the suppliers’ (banks’) perspective,
could be growing even if demanders (savers) remain close
to their banks.

3.2 Uniform Pricing

Stigler (1966, p. 86) defines a market as “the area within which
the price of a commodity tends toward uniformity.” If prices
differ across two regions, those regions must represent
different markets.

Radecki (1998) observes that large multimarket banks
operating in the six most populous states (New York,
Michigan, Texas, California, Pennsylvania, and Florida) tend
to pay similar deposit rates all over the state, and that deposit
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rates are increasingly correlated with state-level concentration.
Banks see the market as the whole state, he concludes. Hannan
and Prager (2001) reaffirm the correlation between deposit
rates and local concentration using more recent data, but they
confirm that the concentration-price relationship weakens as
the share of multimarket banks grows. Heitfield and Prager
(2002) revisit the uniform-pricing finding using a larger data
set. Rates on checking still differ significantly across markets
(MSAs) within a state, they find, suggesting that the market for
checking accounts remains local.” NOW account and money
market deposit account rates are correlated with both local-
and state-level banking concentration, but state-level
concentration matters more in more recent years.

As Biehl (2002) observes, differences in deposit rates might
reflect different products, rather than different markets.
Perhaps deposit rates in A are lower, but services (such as
minimums) are higher. Profits are preferable to deposit rates,
as profits capture any additional revenues earned by banks in
less competitive markets as well as any additional savings to
banks achieved by cutting back on deposit services. The branch
prices we study later are closer to profits, so they may be more
informative.

3.3 The Price-Concentration Relationship

For a given market definition, analysts measure deposit market
concentration using the Herfindahl-Hirschman Index (HHI).
If deposits at bank i = S; percent of market deposits, market
HHI = ZiSiz. The HHI ranges from 0 (infinitely many banks
with an infinitesimal deposit share) to 10,000 (one bank with
100 percent of deposits). According to Department of Justice
guidelines, a market with an HHI below 1,000 is unconcen-
trated, a market with an HHI between 1,000 and 1,800 is
moderately concentrated, and one with an HHI above 1,800
is highly concentrated.®

The Justice Department guidelines presume that higher
concentration indicates less competition. Researchers call this
the structure-conduct paradigm: if market structure is highly
concentrated, firm conduct will be uncompetitive. Some
economists argue that the structure-conduct paradigm is

>Differences in deposit rates across two cities certainly imply different
markets, but uniform rates do not necessarily imply a single market

(Heitfield and Prager 2002).

“See <http://www.usdoj.gov/atr/public/guidelines/horiz_book/15.html>.
According to Department of Justice bank merger guidelines, bank mergers in
predefined markets will not raise competitive concerns as long as 1) the post-
merger HHI does not exceed 1,800 and 2) the merger increases the HHI by
more than 200. If the 1,800/200 screen is violated, applicants may be required
to provide additional information to assure that competition will not suffer.

exactly backward—conduct dictates structure, not vice versa.
Better performing banks (those that offer less expensive or
better services) will wind up with a larger market share. Thus,
concentration may reflect greater efficiency, rather than lack
of competition.

These differing views predict nearly opposite relationships
between bank prices and profits, on the one hand, and bank
concentration, on the other. The structure-conduct view
equates concentration with lack of competition, so all else
equal, concentration should be associated with lower deposit
rates, less efficiency, and higher profits. The conduct-structure
view equates concentration with greater efficiency, so concen-
tration should be associated with higher deposit rates and
greater efficiency in more concentrated markets.

Studies of the banking industry largely support the
structure-conduct view. In fact, banks in more concentrated
markets pay lower deposit rates (Berger 1995; Berger and
Hannan 1989), charge higher loan rates (Hannan 1991), and
are less efficient (Berger and Hannan 1998).” In view of this
evidence, and following most of the related literature, this
article uses higher concentration as a proxy for lower
competition, rather than greater efficiency.

4. BrANCH Price DATA AND THEIR
RELATION TO STATE AND LOCAL
CONCENTRATION

Our sample comprises 110 branch sales between 1992 and 1999
in ten northeastern states: Connecticut, Delaware, Maine,
Maryland, Massachusetts, New Hampshire, New Jersey,
New York, Pennsylvania, and Vermont. The branch sale data
were obtained from SNL Financial. The SNL Financial deal
data were matched with branch-level Summary of Deposits
data collected by the Federal Deposit Insurance Corporation.
We found complete matches for 111 of the initial 220 deals
obtained from the SNL Financial data. Our small data set
makes some results sensitive to how we treat the data, as we
discuss below.

The distribution of deals across years and states is reported
in Table 2. Sixty-nine deals occurred in New York, New Jersey,
and Pennsylvania. The number of deals picked up substantially
after 1993—the year before passage of the Riegle-Neal

“Significantly, Berger and Hannan (1998) allow for the possibility that
efficiency differences could cause differences in concentration by using two-
state least squares (using population as an instrument for concentration). Their
finding that concentration reduces efficiency helps explain why banks in more
concentrated markets do not earn substantially higher profits, even though
they charge higher loan rates and pay lower deposit rates; bank managers may
sacrifice higher profits in exchange for a “quiet life.”
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TABLE 2
Distribution of Bank Branch Sales
in Northeastern States, 1992-99

Number Mean  Standard Minimum Maximum

Year of Deals Branches Deviation Branches Branches
1992 4 1.00 0.00 1 1
1993 1 1.00 — 1 1
1994 15 1.93 1.75 1 7
1995 38 3.61 4.10 1 20
1996 13 3.54 5.17 1 20
1997 11 4.36 4.88 1 16
1998 15 2.67 2.77 1 10
1999 14 443 7.02 1 28

Number Mean  Standard Minimum Maximum

State of Deals Branches Deviation Branches Branches
Connecticut 8 5.25 6.32 1 20
Delaware 2 4.50 4.95 1
Maine 5 2.20 1.64 1
Maryland 10 2.40 2.27 1
Massachusetts 12 4.92 6.23 1 20
New Hampshire 1 3.00 0.00 3 3
New Jersey 14 3.00 2.54 1 11
New York 24 3.92 5.90 1 28
Pennsylvania 31 2.13 2.74 1 16
Vermont 4 4.25 3.30 1 8
Total 111 3.31 4.34 1 28

Source: Authors’ calculations.

Interstate Banking and Branching Efficiency Act. The average
branch sale involved 3.3 branches, with a range of 1 to 28.
About half (55) the deals involved just a single branch. Average
deposits across deals were $122.5 million.

Table 3 reports summary statistics on branch prices. The
pricing of a branch deal requires some explanation. In most
deals, the buyer acquires the physical assets, such as premises,
and assumes the deposit liabilities (Berkovec, Mingo, and
Zhang 1997).% Deposit liabilities usually exceed assets, so the
difference represents the “price” paid by the buyer, even if no
money changes hands. The price is usually expressed as a
premium per deposit. For example, if a bank buys a branch
with assets worth $75 and deposits of $100, the premium per
deposit is 4 (25/100). The average premium per deposit in this
sample ranged from 0 to 21.9, with an average of 6.56.

The reasons for selling a branch are varied. Some sellers may
need to raise capital or be rid of far-off, hard-to-manage branches.
Other sellers may unload branches to reduce their market share

8The branch seller may include loans in the deal if there are no nearby loan-
servicing facilities, but buyers often choose not to purchase loans because of
uncertainty about their quality (Benz 1998, p. 33).

TABLE 3
Summary Statistics on Branch Sales
and Bank Concentration

Standard

Variable Mean  Deviation Minimum Maximum
Premium-deposit ratio 6.52 3.91 0 21.88
Deposits

(thousands of dollars)  122.54 2,589.86 2.2 1,600
Log (deposits) 3.59 1.47 .79 7.38
Branches 3.31 4.34 1 28
Log (branches) 0.73 0.87 0 3.33
Dow Jones Bank Index

(percentage change) 0.00 0.60 -5.76 -0.44
Bank concentration

Market HHI* 355 598 18 5,137

State HHI 667 221 382 1,790

Source: Authors’ calculations.

Notes: HHI, the Herfindahl-Hirschman Index, measures deposit market
concentration. HHI = Z; (S,)%, where S; = share of market (or state) bank
deposits at bank i.

*Market is defined by each Federal Reserve Bank.

before merging with another bank in that market; by selling
branches before applying to merge, banks can avoid a forced
divestiture of branches as a condition of merger approval.

Table 3 also reports statistics on bank concentration (HHI)
at both the state and market levels at the date of the deal. The
state HHI is measured precisely for all deals. The market HHI
is measured precisely for single branch deals and for multiple
branch deals when all branches are located in the same market,
but for multimarket deals, “the market HHI” is actually the
weighted average of the HHI across the markets where the
branches in the deal are located. The HHI in each market is
weighted by the share of total deal deposits located at branches
in each market.” Averaging causes some error in the market
HHI measurement, but probably not much; there were only
twenty-three multimarket deals, and sixteen of them involved
just two markets (six deals involved three markets and one
deal involved four markets).

Chart 1 presents a scatterplot of the prices for each branch
deal against the corresponding state HHI and market HHI.
Note the outlier in the branch premium-market HHI plot; as
we will see, the relationship between branch prices and market
HHI depends on whether we include that observation.

%For example, if 25 percent of the deposits in a deal were at branches in a
market with an HHI of 1,000 and 75 percent were at branches in a market
with an HHI of 2,000, the weighted HHI for the deal would be 1,750.
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CHART 1
Branch Price versus Federal Reserve Bank
Market HHI and State HHI
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Sources: SNL Financial (branch premia); authors’ calculations (HHI).

Notes: HHI, the Herfindahl-Hirschman Index, measures deposit
market concentration. The lower-right panel shows the relationship
between state HHI and market HHI.

Chart 2 plots average branch prices and HHI—market
and state—for deals occurring each year. All three trends are
upward. The upward trend in concentration reflects the merger
wave over the 1990s.

According to Benz (1998, p.33), the deposit premium
depends on “the relative attractiveness of the market area and
earnings potential” (emphasis added). Market attractiveness,
in turn, should depend on concentration: all else equal, a
branch in more concentrated markets should have higher
earnings and thus a higher premium.

To test which measure of concentration matters most in
explaining branch price, we regress branch prices on market
HHI, state HHI, and a short set of control variables

price/deposit = O+ Y market HHI
+ [ state HHI + ycontrols + E.

The local-market hypothesis implies a positive coefficient
on market HHI and a zero coefficient on state HHI: ¥ >0,
3= 0. The state-market hypothesis implies the opposite: ¥ =0,
B>o0.

Our control set is limited by our small sample. Branch prices
should depend on overall banking profitability, so we include
the average monthly return on the Dow Jones Bank Stock
Index (DJBANK;). Larger branches may fetch higher prices

because of economies of scale, so we include the deal deposits,
measured in log units (log deposits).

In some regressions, we control for the state where the
branches were located and/or the year the branches were sold.
The state indicators account for fixed differences between
states in the average branch premium. Controlling for the state
amounts to subtracting the mean of each variable (over time)
from every observation on that variable. Controlling for the
year amounts to subtracting the mean of each variable (over
states) from each observation of that variable. With the
“demeaned” variables, the regressions estimate how deviations
from average in the branch premium within a given state or
year (or both) are related to deviations from average in each
HHI within the same state or year (or both).

Table 4 reports the regression results. Both HHIs were
divided by 100 to avoid reporting many zeros. Regressions 1-4
include market HHI, but not state HHI. The coefficient on
market HHI is significant at the 1 percent to 5 percent level for
every regression (1-4). Regressions 5-8 include state HHI, but
not market HHI. In the regressions without year controls (5-6),
the coefficient on market HHI is significant at the 1 percent
level. The R? for those regressions is 23 percent to 29 percent
higher than it is for the corresponding regressions with just
market HHI (1-2). Looking across all years, in other words, one
sees that branch prices depend more on the state HHI than on
the market HHIL

In the regressions with year controls (7-8), state HHI is
insignificant. The R? for those regressions is lower than it is for
the corresponding regressions with just market HHI (1-2), but

CHART 2
Average Branch Prices and HHI Each Year
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Sources: SNL Financial (branch premia); authors’ calculations (HHI).

Note: HHI, the Herfindahl-Hirschman Index, measures deposit
market concentration.
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TABLE 4

Do Branch Prices Depend on Concentration (HHI) at the Local Market Level or at the State Level?

1 2 3 4 5 6 7 8 9 10 11 12
Constant -8.43FF J13.157%% S11.217%% -13.48¥%% -10.917%F 17577 -11.637%*  -5.87** -2.20% -8.84%%*  -1.99 -16.38%**
(2.81) (3.32) (2.38) (2.73) (2.52) (2.93) (2.42) (2.88) (1.16) (2.09) (1.25) (25.63)
Market HHI/100 0.25%** 0.33%*  0.16* 0.26** 0.06 0.20 0.17 0.28**
(0.09) (0.12) (0.09) (0.11) (0.13) (0.13) (0.11) (0.12)
State HHI/100 0.674** 1.23%%* 0.17 0.65 0.62%** 1.14*  -0.01 0.62
(0.13) (0.24) (0.14) (0.42) (0.17) (0.24) (0.19) (0.39)
Log deposits 1.35%%* Ler* 1.33%%* 1.44%* 1.23%0* 1.310%* 1.29%* 1.38%** 1.24%%* 1.32%0%* 1.33%0%* 1.39%0%*
(0.27) (0.27) (0.23) (0.23) (0.24) (0.22) (0.24) (0.24) (0.24) (0.21) (0.24) (0.23)
Bank stock index 69.90***  37.97* 30.81 27.64 71.53%% 39,47 32.3 32.3 70.46**  38.87 30.73 29.69
Percentage change  23.75 21.88 26.71 25.05 22.37 24.75 27.81 27.91 22.69 24.06 26.69 3.52
State controls? No Yes No Yes No Yes No Yes No Yes No Yes
Year controls? No No Yes Yes No No Yes Yes No No Yes Yes
Number of
observations 110 110 110 110 110 110 110 110 110 110 110 110
R* 0.35 0.45 0.60 0.65 0.43 0.58 0.58 0.63 0.43 0.60 0.60 0.66

Source: Authors’ calculations.

Note: HHI, the Herfindahl-Hirschman Index, measures deposit market concentration.

*Statistically significant at the 10 percent level.
**Statistically significant at the 5 percent level.

***Statistically significant at the 1 percent level.

the difference in R?is very small. Within a given year, in other
words, it does not matter much whether one looks at market
HHI or state HHI.

The final regressions, 9-12, include both market HHI and
state HHI. Without year controls (9-10), the state HHI coef-
ficient is significant at the 1 percent level, but the market HHI
coefficient is insignificant. The (adjusted) R* for regressions
9 and 10 is barely different from that for the corresponding
regressions (5-6) with state HHI by itself. Given state HHI, in
other words, market HHI has very little marginal explanatory
value for branch prices.

In the regressions with year controls (11-12), state HHI is
insignificant. Market HHI is also insignificant in the regression
without state controls (12), but is significant in the regression
with year and state controls (11). State HHI is insignificant
within a given year partly because our sample comprises only
eight years; limited variation in state HHI across states makes
the relationship between state HHI and branch prices hard to

estimate precisely (hence the higher standard errors of the
within-year estimates). Controlling for the year does not
handicap market HHI so much because we have sixty-six
markets in our sample. We suspect that the dominance of
market HHI over state HHI in explaining variation in branch
prices within a year mostly reflects the fact that our small
sample is spread more widely across markets than across states.
It will take more data to verify that conjecture, however. With
a bigger data set, we would control for year, state, and market.

More data would also help with the outlier observation on
market HHI (Chart 1) that we exclude from the regressions.
With that outlier included, market HHI is never significant
(in any regression), but state HHI remains significant.

Which HHI—state or market—matters most in dollar
terms? The market HHI coefficient (when significant)
ranges from 0.16 to 0.33, with a midpoint of 0.25. The state
HHI coefficient (when significant) ranges from 0.62 to 1.14,
with a midpoint of 0.88. The state HHI coefficient estimate
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is 3.5 times larger than the market HHI coefficient, but then
again, market HHI varies more than state HHI (Table 1). The
standard deviation in market HHI is only about 2.7 times larger
than the standard deviation in state HHI, however, so in the
end, state HHI matters more for branch prices: the branch
premium per deposit increases by 1.95 per one-standard-
deviation increase in state HHI (222 x 0.0088). The average
premium per deposit is 6.5, so an increase of 1.95 is large.

By contrast, the premium per deposit increases by just

1.5 per one-standard-deviation increase in market HHI.

5. ROBUSTNESS AND CAVEATS

5.1 Divestiture?

Our source for branch price data, SNL Financial, does not
identify which deals, if any, were divestitures pursuant to a
merger.'” The forced nature of divestitures is potentially
problematic: divestitures occur in more concentrated markets,
so if