Special Issue: Behavioral Risk Management in the Financial Services Industry
The Role of Culture, Governance, and Financial Reporting
Until recently, regulatory discourse has paid scant attention to the issue of organizational culture in banking. Yet ethical lapses and systematic weaknesses exposed in the 2007-09 financial crisis suggest that future policy dialogue is unlikely to ignore culture’s significance. Drawing from an approach developed in organizational behavior research, the author introduces a framework for diagnosing and changing corporate culture in a way that more effectively supports a bank’s growth strategy and induces behavior that enhances financial stability. The normative exercise, highlighting the tensions and trade-offs arising from competing organizational goals, is useful for bank leaders seeking to foster a specific culture. An examination of bank culture under the “Competing Values Framework” also offers insights for policymakers designing regulations that proactively address foreseeable problems.
17 The Gordon Gekko Effect: The Role of Culture in the Financial Industry

Andrew W. Lo

Culture is a potent force in shaping individual and group behavior, yet it has received scant attention in the context of financial risk management and the 2007-09 financial crisis. This article presents a brief overview of the role of culture as it is seen by psychologists, sociologists, and economists, and then describes a specific framework for analyzing culture in the context of financial practices and institutions. Using this framework, the author addresses three questions: (1) what is culture? (2) does it matter? and (3) can it be changed? He illustrates the utility of this framework by applying it to five concrete situations—the collapse of Long-Term Capital Management, the fall of AIG Financial Products, the use by Lehman Brothers of “Repo 105,” Société Générale’s rogue trader, and the Securities and Exchange Commission’s handling of the Madoff Ponzi scheme. The article concludes with a proposal to change culture through “behavioral risk management.”

43 Risk Management, Governance, Culture, and Risk Taking in Banks

René M. Stulz

This article examines how governance, culture, and risk management affect risk taking in banks. It distinguishes between good risks, which are risks that have an ex ante private reward for the bank on a standalone basis, and bad risks, which do not have such a reward. A well-governed bank takes the amount of risk that maximizes shareholder wealth, subject to constraints imposed by laws and regulators. In general, this involves eliminating or mitigating all bad risks to the extent that it is cost effective to do so. The role of risk management in such a bank is not to reduce the bank's total risk per se. It is to (1) identify and measure the risks that the bank is taking; (2) aggregate these risks in a measure of the bank's total risk; (3) enable the bank to eliminate, mitigate, and avoid bad risks; and (4) ensure that the bank's risk level is consistent with its risk appetite. Organizing the risk management function so that it plays that role is challenging because there are limitations in measuring risk and because, while detailed rules can prevent destructive risk taking, they also limit the flexibility of an institution to take advantage of opportunities that increase firm value. Limitations of risk measurement and the decentralized nature of risk taking imply that setting appropriate incentives for risk takers and promoting an appropriate risk culture are essential to the success of risk management in performing its function.
Deferred Cash Compensation: Enhancing Stability in the Financial Services Industry

Hamid Mehran and Joseph Tracy

Employees in financial firms are compensated for creating value for the firm, but firms themselves also serve a public interest. This tension can lead to issues that could impose a significant risk to the firm and the public. The authors describe three channels through which deferred cash compensation can mitigate such risk: by promoting a conservative approach to risk, by inducing internal monitoring, and by creating a liquidity buffer. Ultimately, the net contribution of deferred cash pay to financial stability is the sum of the effects of the three channels. The authors argue that a deferred cash program can be designed to limit interference with labor mobility. Further, they underscore that such a scheme for banks is not punitive, particularly in a world of no bailouts. They offer a baseline conservative estimate for the size of the buffer for the largest U.S. banks. Finally, they discuss the potential effects of deferred cash pay on information production and sharing with regulators, and the intersection of deferred cash and enforcement.

Cash Holdings and Bank Compensation

Viral Acharya, Hamid Mehran, and Rangarajan K. Sundaram

The experience of the 2007-09 financial crisis has prompted much consideration of the link between the structure of compensation in financial firms and excessive risk taking by their employees. A key concern has been that compensation design rewards managers for pursuing risky strategies but fails to exact penalties for decision making that leads to bank failures, financial system disruption, government bailouts, and taxpayer losses. As a way to better align management’s interests with those of other stakeholders such as creditors and taxpayers, the authors propose a cash holding requirement designed to induce financial firms to adopt a conservative approach to risk taking. Firms meet the requirement by deferring employee compensation in an escrowed cash reserve account. The cash accrues to the earners on a vesting schedule, but is transferred to the firm in times of stress so that it can pay down its debt or otherwise bolster its assets. The cash requirement increases with the leverage of the firm and with the firm’s vulnerability to aggregate stress; the authors provide illustrative calculations sizing the proposed cash requirement for many U.S. financial firms over the 2000-13 period. The analysis also compares the role of deferred cash compensation in promoting financial stability with that of other instruments, such as inside debt, deferred equity, and contingent capital.
Part 2: Governance and Financial Reporting

85 Bank Corporate Governance: A Proposal for the Post-Crisis World
Jonathan Macey and Maureen O’Hara

The corporate governance problems of banks are qualitatively and quantitatively different from those of other firms. The authors argue that a key factor contributing to this difference is the growing opacity and complexity of bank activities, a trend that has increased the difficulty of managing risk in financial firms. They also cite the governance challenges posed by the holding company organization of banks, in which two boards of directors—the bank’s own board and the board of the holding company that owns the bank—monitor the bank. This paradigm results in significant confusion about the role of bank holding company directors: While regulators focus on directors’ safety and soundness responsibilities, state corporate laws governing the conduct of managers focus on the conflicting goal of maximizing shareholder wealth. Reviewing the existing solutions to bank corporate governance problems, the authors argue that it is time to impose a more rigorous standard of conduct on bank directors. They contend that post-crisis bank directors should be held to high professional standards rather than the amateur standard that governs directors generally, and they propose “banking expert” requirements for risk committee members akin to the requirements that Sarbanes-Oxley imposes on audit committees. They further assert that all bank directors should be “banking literate,” possessing the specialized knowledge needed to monitor and control risk taking in complex banking institutions.

107 The Role of Financial Reporting and Transparency in Corporate Governance
Christopher S. Armstrong, Wayne R. Guay, Hamid Mehran, and Joseph P. Weber

The authors review recent literature on the role of corporate financial reporting and transparency in reducing governance-related agency conflicts between managers, directors, shareholders, and other stakeholders—most notably financial regulators—and suggest some avenues for future research. Key themes include the endogenous nature of governance mechanisms with respect to information asymmetry between contracting parties, the heterogeneous nature of the informational demands of contracting parties, and the corresponding heterogeneity of the associated governance mechanisms. The authors also emphasize the role of credible commitment to financial reporting transparency in facilitating informal multiperiod contracts among managers, directors, shareholders, and other stakeholders. Finally, they discuss the importance of regulatory supervision and oversight as a class of governance mechanisms that is particularly important for banks and financial institutions.
Transparency, Accounting Discretion, and Bank Stability

Robert M. Bushman

This article examines the consequences of accounting policy choices for individual banks’ downside tail risk, for the codependence of such risk among banks, and for regulatory forbearance, or the decision by a regulator not to intervene. The author synthesizes recent research that provides robust empirical evidence for two effects of discretionary accounting policy choices by banks. First, these choices degrade transparency, an outcome that increases financing frictions, inhibits market discipline of bank risk taking, and allows regulatory forbearance. Second, they exacerbate capital adequacy concerns during economic downturns by compromising the ability of loan loss reserves to cover both unexpected recessionary loan losses and the buildup of unrecognized expected loss overhangs from previous periods. The article cautions that bank stability can be undermined by powerful interactions between low transparency and the capital adequacy concerns that stem from accounting discretion.

Public Disclosure and Risk-Adjusted Performance at Bank Holding Companies

Beverly Hirtle

This article examines the relationship between the amount of information disclosed by bank holding companies (BHCs) and the BHCs’ subsequent risk-adjusted performance. Using data from the annual reports of BHCs with large trading operations, the author constructs an index that quantifies the BHCs’ public disclosure of forward-looking estimates of market risk exposure in their trading and market-making activities. She then examines the relationship between this index and subsequent risk-adjusted returns in the BHCs’ trading activities and for the firm overall. The key finding is that more disclosure is associated with higher risk-adjusted returns. This result is strongest for BHCs whose trading represents a large share of overall firm activity. More disclosure does not appear to be associated with higher risk-adjusted performance during the financial crisis, however, implying that the findings are a “business as usual” phenomenon. These findings suggest that greater disclosure is associated with more efficient risk taking and thus improved risk-return trade-offs, a channel for market discipline that has not been emphasized previously in the literature.
Corporate governance has been at the center of every crisis involving U.S. business practices since at least the Armstrong investigation of the insurance industry in 1905-06. Public anger re-emerges after each new revelation of mismanagement, though it varies in degree with the scope of the crisis. Fraud and abuse cases make front-page news, with the media pointing to failures in organizational leadership.Politicians hold hearings, and changes in laws and regulations often ensue. While the public costs of a given crisis are difficult to measure, settlements associated with the lawsuits that invariably follow can be in the hundreds of billions of dollars, as with the 2007-09 crisis. In the aftermath, academics try to identify the factors that contributed to the crisis. Although it is hard to identify the root cause of a crisis or to fully understand the contributing factors, the focus eventually turns to the effectiveness of governance and how it might be improved. Typical questions include: Were boards forsaking their obligations to shareholders and to the public? What did the boards do or not do? What do we want them to do differently going forward?

Identification of governance problems is an issue for all firms, but it takes on particular significance in the case of financial institutions. Why is this so? First, bank governance—the firms' structure and conduct—is the product of market forces as well as regulatory expectations (Armstrong et al. 2016). Second, finance is a notoriously opaque industry, where appropriate measures of performance and risk are difficult to determine within firms, let alone among outside researchers. Third, the unique governance structure of the financial industry means that, when a banking firm defaults, directors have little or no opportunity to learn from their own mistakes or the mistakes of others in similar positions. In the case of banks, which cannot go through the bankruptcy reorganization process and emerge as the same entity, there is no avenue for directors who have firsthand experience of bank failure to share their knowledge and insights with others. Further, the risk of litigation often acts as a deterrent to information sharing even though sharing insights in such cases could help build a stronger financial system. Instead, regulators are often called upon to fill this void of institutional learning by establishing industry-wide best practices through a multitude of compliance-oriented regulations.

The adoption of new guidelines, however, is likely to be a lengthy process for struggling financial firms, in contrast to the experiences of nonfinancial enterprises in a similar situation. Nonfinancial firms in distress are forced by creditors and large stockholders to make rapid changes to their business models, culture, and governance. Often, the employees with the most influence on culture—the incumbents—are forced out. Thus, a


new culture can be adopted to support the new business model. However, in the banking sector, the incumbents of weak banks continue their employment, and so the old culture persists for a while. Regulators and nonsupervisory advocates, including shareholders, citizen groups, and other interested parties, then propose a new culture with the goal of enhancing financial stability. Over time, the banks will try to strike a balance between the old and the new, and culture and governance will slowly evolve. A bank’s strategy and the behavior of its employees will coincide in ways not observed before the financial crisis, with the safety and soundness of the bank—at best a minor concern to employees in the pre-crisis world—now the goal of both. The bank will craft new measures of performance and productivity that reflect the priorities of the new culture. Still, the transition to the new culture will be gradual.

Why such a gradual transition? In a world of complete knowledge—or one in which governance is simpler to define—when regulators observe failure, it is straightforward to determine the ultimate cause of that failure, and thus trivial to know which regulatory response is most fitting. Edmonson (2011) offers a useful “spectrum of reasons for failure” that ranges from deviance (“an individual chooses to violate a prescribed process or practice”) and lack of ability (“an individual doesn’t have the skills, conditions, or training to execute a job”) to process inadequacy (“a competent individual adheres to prescribed but faulty or incomplete process”). Now, eight years past the financial crisis, it remains frustratingly difficult to untangle these various explanations, as well as the causal or enabling role of governance.

Why did firms that looked well-governed from the outside crumble under stressed market conditions or collapse as a result of outsized bets placed by a few from within the organization? Was their failure a failure of process, policy, or people? Were the risks calculated or accidental? At what level did the governance system break down? Despite our best efforts, we still have very few answers, including to the most important question of all: What should we do differently this time? And in our attempt to answer that question, what kind of research and insights could help?

A new approach to the pursuit of financial stability was advanced by Federal Reserve Bank of New York President William C. Dudley at the October 2014 Workshop on Reforming Culture and Behavior in the Financial Services Industry. In his remarks at the workshop, Dudley emphasized the role of corporate culture in banking and the importance of a deep understanding of the concept and its application to financial stability. Culture suggests that the way organizations manage themselves has a predictable economic effect, particularly with respect to the financial strength and soundness of the organization. A culture-centric view also focuses attention on employees and human behavior while recognizing the influence of the firm’s asset structure and organizational design on performance and risk. The benefits of an effective culture arise in part from the culture’s contribution to internal information production and to the flow of this information to the entire organization (bottom-up and top-down) and to all stakeholders, including supervisors, in close to real time. The prompt disclosure of information, in effect, can help unmask the firm’s weak spots, whether they are driven by negligence or not.

The literature on the economics of culture, particularly in the banking industry, is small, and identification of key issues in culture and governance marks an important step toward achieving soundness. This special volume of the Economic Policy Review is designed to foster a better understanding of corporate culture and governance—particularly as they apply to banking firms—among regulators, investors, researchers, and the interested public. The contributors to the volume analyze the topic from the perspective of several disciplines, including financial accounting, financial economics, and law and regulation. They also summarize and synthesize the literature on vital issues of culture and governance, and identify key areas for future research.

The volume is divided into two complementary parts. The first part, consisting of five articles, introduces the concept of culture and its importance to risk management and financial stability. The articles present a framework for diagnosing and changing culture, describe how corporate culture is transmitted and shaped, explore the importance of taking the optimal amount of risk, and examine the role of deferred cash compensation and bank cash holdings in promoting financial stability. The second part, featuring four articles, takes a closer look at several critical areas of corporate governance: the role of boards of directors, the monitoring function of large outside shareholders, the importance of financial disclosure and transparency, and the relationship between banks’ disclosure practices and performance.

In the appendix to the volume, I provide an extensive list of additional questions for future research. These questions extend and augment the important research presented in the volume and should help advance the burgeoning study of the role of culture and governance in banking.

Finally, it should be noted that this volume of the Economic Policy Review has been four years in the making. Offering insights in the growing area of financial stability viewed through the lens of human behavior, the volume will assist practitioners and researchers in their efforts to establish a stronger and healthier financial system in the United States and around the world.

---

Anjan Thakor

Corporate Culture in Banking

1. Introduction

Culture can be a very complex issue as it involves behaviours and attitudes. But efforts should be made by financial institutions and by supervisors to understand an institution's culture and how it affects safety and soundness. While various definitions of culture exist, supervisors are focusing on the institution's norms, attitudes, and behaviours related to risk awareness, risk taking, and risk management or the institution's risk culture. (Financial Stability Board 2014)

The issue of corporate culture in banking has surfaced in recent discussions as a topic of pivotal significance for addressing two concerns: restoring public trust in the banking system and enhancing financial stability.1 With more than $100 billion in fines imposed on the largest financial institutions since the financial crisis, there is now a growing suspicion that ethical lapses in banking are not just the outcome of a few "bad apples"—such as rogue traders—but rather a reflection of systematic weaknesses. The lack of confidence in banking engendered by such mistrust may invite more intrusive regulation, which could reduce risk but may also restrict lending. Given how essential banks are for economic growth and their complementarity with financial markets for channeling capital from savers to investors, this issue is of broad economic interest.2

In this dialogue, considerable attention has been paid to executive compensation in banking, with the prevailing view being that improperly structured pay was one of the culprits in the recent financial crisis (see, for example, Curry [2014]). This issue was addressed in the Dodd-Frank Act, which requires regulatory agencies to implement appropriate incentive-based compensation rules covering institutions with assets of $1 billion or more. The Office of the Comptroller of the Currency, for example, published a proposed rule in 2011 that is based on three principles: (1) incentive-based compensation should balance risk and reward, and should include deferred compensation and other mechanisms to reduce the sensitivity of compensation to short-term results; (2) compensation plans should be compatible with effective controls and risk management; and (3) incentive-based compensation should be supported by strong corporate governance.

Focus on compensation is a useful first step. But as important as pay is for driving employee behavior, it is but one piece of the puzzle, and excessive reliance on compensation may actually distract attention from other important determinants of the decisions banks make. I am heartened by the growing

---


2 See, for example, Song and Thakor (2010).
recognition of bank regulators in the United States and Europe that organizational culture in banking is a crucially important factor in generating positive observable outcomes in banking. Culture not only determines the efficacy of compensation in influencing employee behavior, but it can also induce employees to work in a manner consistent with the stated values of the organization, particularly when achieving this outcome via formal contracts may be either costly—owing to bargaining, asymmetric information, and imperfect state observability—or infeasible (see Kreps [1990] and Song and Thakor [2016]). Cultural difference means that the same incentive-based compensation scheme can produce different behavioral outcomes in two banks.

It is easy to see, however, why culture has not been a big part of banking regulation. Variables like capital ratios and compensation are tangible and visible, so it is easy to target them in the formulation of regulations. Culture, by contrast, is a nebulous concept that often means different things to different people. Because it is fuzzy, culture tends to be overlooked. Moreover, we have a vast body of research on capital

---

**Culture not only determines the efficacy of compensation in influencing employee behavior, but it can also induce employees to work in a manner consistent with the stated values of the organization, particularly when achieving this outcome via formal contracts may be either costly . . . or infeasible.**
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requirements and incentive-based compensation, but precious little on culture, at least in economics. This omission too adds to the reasons why culture has received relatively scant attention until recently in regulatory discourse. Yet, the inattention to the significance of culture has limited our ability to design regulations that proactively cope with foreseeable problems. It is unlikely, however, that future banking regulation will operate in a culture vacuum.

The purpose of this article is threefold. The first objective is to define culture and briefly consider the way culture has been viewed in the economics and organizational behavior literatures. The second goal is to introduce a framework to diagnose the attributes of a culture, formulate views about the preferred culture of an organization, and examine practical ways in which a bank can undertake a change from the current to the preferred culture. The third purpose is to discuss the regulatory policy implications of this way of thinking about bank culture.

This article draws its inspiration and many ideas from the previous work done on organizational culture. Kreps (1990) views culture, in a game-theoretic sense, as serving two goals: as a coordinating mechanism when there are multiple equilibria and as a way to deal with unforeseen contingencies. In particular, he emphasizes the role that culture can play when inducing cooperation through formal contracts is costly or infeasible because of bargaining costs, moral hazard, and asymmetric information. Repeated interactions can help bring about outcomes that formal contracts cannot achieve efficiently, but they often generate multiple equilibria, leaving outcomes unpredictable. When multiple equilibria are possible, it means that we cannot pin down theoretically which equilibrium outcome will occur, which some interpret as a kind of instability. Whether we view it as instability or not, it is at the very least something that represents a diminished ability to predict outcomes for any given set of actions by individuals and firms. In Kreps’ view, a strong organizational culture can facilitate the elimination of undesirable Nash equilibria. His work has important messages on two fronts. First, it offers a word of caution against relying excessively on formal compensation contracts in banking. Second, it makes the point that absent a strong culture as a coordinating mechanism, beliefs about the actions (such as misbehavior) of others can induce employees to behave unethically or take excessive risks.

Cremer (1993) argues that an organization’s culture is knowledge shared by the members of the organization, but not the general public. Culture acts as a substitute for explicit communication by providing a common language, shared knowledge of the facts, and shared knowledge of behavioral rules. Thus, with a strong culture, individual employees need not invest in acquiring organization-specific knowledge of rules. One result is that there are decreasing returns to scale when it comes to the benefits of culture. So as the organization grows larger and more complex, it is likely to develop subcultures in different divisions or business units. An important implication for banking is that large and complex financial services companies are likely to have a bigger challenge developing a uniform culture that guides the actions of all employees.

Hermalin (2001) describes culture as being either weak or strong and develops a model in which firms with strong cultures produce more in equilibrium than firms with weak cultures. The choice of strong versus weak culture is characterized as a choice between a high-fixed-cost,
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3 Lazear (1995) focuses on culture as shared preferences or beliefs that arise from an evolutionary process within firms.
Inattention to the significance of culture has limited our ability to design regulations that proactively cope with foreseeable problems. It is unlikely, however, that future banking regulation will operate in a culture vacuum.

"Homogenizes" beliefs in three ways: screening in hiring (employees are chosen based on whether they share the beliefs that guide the organization, and they work harder knowing others do also); self-sorting (the employee’s utility depends on her manager’s actions); and joint learning. A key result is that corporate culture is stronger in older, smaller, and more successful (valuable) firms. Implications for banks are that growth in size may be costly from the standpoint of culture, and that high charter values may be a significant ingredient in strong banking cultures.\(^4\)

In a companion paper, Van den Steen (2010b) uses the same notion of culture as a set of shared beliefs and starts with the result that shared beliefs lead to increased delegation, higher utility, more effort, and less-biased communication. He then shows that a merger generally brings together two internally homogeneous groups with beliefs and preferences that differ. As a consequence, the extent to which employees in the merged firm might share beliefs is lower than what it was in each firm before the merger. Thus, agency problems are higher in the combined firm. One thought-provoking implication is that regulators ought to consider the congruence of cultures when evaluating proposed bank mergers.\(^6\)

While the focus in economics has been on explaining why culture matters for economic outcomes, there is an older and more extensive literature in organizational behavior that views culture as a mediating, endogenously chosen variable that affects individual and group behavior. Although less familiar to economists, the organizational behavior research has had greater direct impact than work in economics in terms of its use in companies.

The organizational behavior literature on culture is vast. I will not discuss it extensively here since my discussion of the Competing Values Framework (CVF) later in this article captures many of the key elements that have been covered in this field of research. Useful references are Deal and Kennedy (1982), Peters and Waterman (1982), Cartwright and Cooper (1993), and Cameron and Quinn (2011). In a nutshell, this literature defines culture in terms of the descriptive categorizations of behavior associated with specific cultures, so that organizational leaders can predict more effectively how people will behave in a given culture and be influenced by explicit incentive-based compensation policies.\(^7\) The focus is thus on exploring the drivers and design of a culture. The exercise is normative in nature, and useful for leaders of banks who wish to understand how to develop a specific culture, as well as for banking regulators and supervisors who want to understand the kinds of behaviors a bank can be predicted to exhibit, given a specific culture.

\(^4\)See also Boot, Gopalan, and Thakor (2006, 2008).

\(^5\)This is reminiscent of Keeley (1990), who provided empirical evidence that banks with high charter values take less risk.

\(^6\)Fiordelisi and Martelli (2011) examine the dependence of merger success in banking on the cultures of the merging banks.

\(^7\)Bouwman (2013) provides a more extensive discussion.
The rest of this article is organized as follows. Section 2 defines culture and introduces the Competing Values Framework as an example of a framework for understanding culture. Section 3 extracts the main lessons of the CVF and combines them with insights from the economics literature to build a set of considerations for bank executives and boards as well as for bank regulators and supervisors. Section 4 summarizes key findings.

2. A Framework for Culture

2.1 The Definition of Culture and the Challenge of Identifying Culture

I define culture as the collective assumptions, expectations, and values that the explicit and implicit rules determining how people think and behave within the organization. Culture includes a set of implicit contracts that enable the organization to delegate more effectively. Because the employees have shared (homogenous) beliefs when the organization has a strong culture (Van den Steen 2010a) and employees use similar, simplified rules for decision making (Cremer 1993), it becomes easier for organizational leaders to delegate tasks to subordinates.

What the research shows is that when culture is aligned with strategy, it facilitates value creation and ensures more effective execution of strategy (see Cameron, DeGraff, Quinn, and Thakor (2014)). Most organizations grasp this. However, understanding is not enough—leaders must know how to diagnose and change the culture of the organization to achieve optimal performance.

This point is where things become difficult. Because culture is such a nebulous concept, it is often difficult for leaders to think about it in tangible terms, so the notion of culture sometimes ends up being blended into the organization’s statement of values or ethical behavior. While the values that the organization cherishes do affect its culture, this conflation of ethical behavior guidelines and culture into one expanded statement of values means that most employees will view culture merely as a set of guidelines to avoid unethical behavior—something nice to put on posters or walls, but hardly a guide for day-to-day decision making. In organizations where this happens, culture has little impact on the execution of strategy.

Culture is more than just a set of guidelines that define ethical behavior in the organization. As The Economist noted in an article discussing the way banks are run, “The overall culture of the organization matters as much as the experience of the top brass, particularly when it comes to risk management.”

However, to make culture an integral part of how the organization behaves, the following points are important to note:

- The culture of the organization must support the execution of the organization’s growth strategy.
- The strategy of the organization must specify how resources—human and financial—will be allocated to various activities.
- An important consideration in assessing leadership capabilities of employees should be their respect for and practice of the culture.

When these three conditions are met, culture is actually “practiced” in the sense that day-to-day operating decisions are made in a manner consistent with the organization’s strategy and its way of thinking. However, it should be apparent that for these conditions to be met, there must be a shared understanding of what culture is. To start, leaders must identify the culture of the organization and then communicate it clearly up and down the line in succinct, easily comprehended language. This challenge, in my view, is a major one because of the inherent complexity of organizational culture and the myriad ways in which culture operates within the organization. How can such complexity be communicated in simple terms so that culture becomes a part of the daily rhythm of organizational decision making?

Cameron, DeGraff, Quinn, and Thakor (2014) point out that, when it comes to understanding inherently complex concepts, one must seek the help of a “master” rather than an “expert.” An expert is cognizant of the complexity of a phenomenon and therefore aware of its multiple and complicated elements. The expert’s explanation of the phenomenon is elaborate and intricate, so the complexity of the idea is conveyed, but not in simple terms. In contrast, a master understands a concept in so much greater detail and depth than the expert that he is able to explain it in very plain terms and in a manner that the whole organization can grasp. In the next subsection, I describe a framework that has been used extensively to define and communicate culture. This approach should be viewed merely as an example. There may be other frameworks for diagnosing culture that may be used as well, as long as they are simple and effective.

2.2 The Competing Values Framework

The Competing Values Framework, depicted in Exhibit 1, provides a way to characterize organizational culture in simple, easy-to-communicate terms. Developed in the organizational behavior literature (see, for example, Quinn and Cameron [1983], Quinn and Rohrbaugh [1983], Quinn [1988], and Cameron and Quinn [2011]), this framework is widely used by organizations (see, for example, ten Have et al. [2003]).

The CVF begins with the observation that organizations engage in countless activities to create value, but the vast majority of these activities can be put into one of the four categories or quadrants depicted in the exhibit above: Collaborate (Clan), Control (Hierarchy), Compete (Market), and Create (Adhocracy). The action verbs are the labels from Cameron, DeGraff, Quinn, and Thakor (2014). We have found them to be more useful when working with organizations on cultural diagnosis and intervention than the words in the parentheses, which are the labels from the original research in organizational behavior. I will now discuss each quadrant.

**Collaborate:** Value-enhancing activities in this quadrant deal with building human competencies, developing people, and encouraging a collaborative environment. The approach to change in this quadrant is deliberate and thoughtful because the reliance is on consensual and cooperative processes. Leadership development, employee satisfaction and morale, the creation of cross-functional work groups, employee retention, teamwork, and decentralized decision making are all areas of focus in this quadrant. Organizational effectiveness is associated with human capital development and high levels of employee engagement.

**Control:** Value-enhancing activities in this quadrant include the pursuit of improvements in efficiency through better processes. The goal is to make things better, at lower cost, and with less risk. One of the hallmarks of this category is achieving a high degree of statistical predictability in outcomes. Organizational effectiveness is associated with capable processes, measurement, and control. Examples of activities in this quadrant include risk management, auditing, planning, statistical process control, Six Sigma and Lean Six Sigma.
techniques for improving manufacturing processes, and so on. These activities make the organization function more smoothly, efficiently, and predictably.

*Compete*: Value-enhancing activities involve being aggressive and forceful in the pursuit of competitiveness. Activities in this quadrant involve monitoring market signals and emphasizing interactions with external stakeholders, customers, and competitors. The focus is on customer satisfaction and delivering shareholder value. A mantra here might be “compete hard, move fast, and play to win.” Organizational effectiveness is associated with achieving desired outcomes—such as profits, market share, and shareholder value—with speed. Market domination is a goal.

*Create*: Value-enhancing activities in this quadrant involve innovation in the organization’s products and services. A mantra of this quadrant might be “create, innovate, and envision the future.” Organizations that excel in this category effectively handle discontinuity, change, and risk. They allow freedom of thought and action among employees, so thoughtful “rule breaking” and stretching beyond the existing boundaries are commonplace. Organizational effectiveness is associated with entrepreneurship, vision, new ideas, and constant change.

### 2.3 Tensions within the Framework

To understand the CVF, one must examine the similarities and differences between the quadrants. Consider first the *Collaborate* and *Control* quadrants, both of which are internally focused. *Collaborate* focuses on the “human capital” within the organization—its employees and their harmony, retention and morale, teams, leadership development, and so on. *Control* focuses on the “process capital” within the organization—the manner in which internal processes are used to achieve efficiency and predictability of outcomes.

By contrast, the *Compete* and *Create* quadrants are outwardly focused. *Compete* is focused on the customers, competitors, markets, and opportunities that exist today, while *Create* is focused on the customers, competitors, markets, and opportunities that will exist in the future.

So one dimension of similarity and difference is whether there is an internal or external focus. In this dichotomy, *Collaborate* and *Control* stand on one side—characterized by an internal focus—and *Compete* and *Create* stand on the other side—characterized by an external focus.

A second dimension along which one can compare the quadrants is in the degree of their focus on stability and control as against individuality and flexibility. On this dimension, *Control* and *Compete* share an emphasis on stability and control. These quadrants place importance on tangible and measurable outputs, where the rules for how best to operate are well known. Leadership style tends to be prescriptive, and organizations often have detailed manuals describing how things should be done. The time horizon for achieving results is typically short. By contrast, *Collaborate* and *Create* involve a great deal more individuality and flexibility. The rules of success are not as well defined, and more experimentation is encouraged. Leadership style is more participative than prescriptive, and the time horizon for achieving results is typically longer.

A key insight of the CVF is that diagonally opposite quadrants have nothing in common. That is, *Collaborate* shares no similarity with *Compete*, and *Control* shares nothing with *Create*. Indeed, one can make an even stronger statement: at the margin, these quadrants pull the organization in opposite directions. Any resources allocated to one quadrant pull the organization away from its diagonal opposite. In a sense, the quadrants represent competing forms of value creation. This split creates inherent tensions within the organization, as stakeholders at opposite ends engage in a veritable tug-of-war as they compete for resources to devote to the activities they believe will create the most value. These competing views and beliefs about what creates value can be considered similar to the disagreement stemming from heterogeneity described by Van den Steen (2010a, 2010b).
When an organization chooses its culture, it is effectively deciding its relative degrees of emphasis on the four quadrants in Exhibit 2. This picture of culture would typically be constructed on the basis of a survey of employees in the organization, using a diagnostic instrument (see Cameron and Quinn [2011]). The usefulness of this pictorial depiction of culture is that:

- it can communicate the organization’s culture to all key stakeholders;
- it clarifies how the organization will allocate resources to execute its growth strategy;
- it becomes a guide for the organization’s hiring, development, and retention processes; and
- it serves as a mechanism to coordinate beliefs and guide day-to-day decision making.

### 2.4 Adapting the CVF to Analyze Credit Culture in a Bank

The use of the CVF is not limited to analyzing the culture that supports the overall growth strategy of the organization; the framework can also be used to analyze specific aspects of the overall culture, such as those relating to the credit risk-management of the bank. Exhibit 3 shows what the four quadrants of the CVF would translate into when it comes to credit culture (which reflects the values, norms, and formal and informal practices that pertain to how the organization makes credit decisions and manages credit risk).

A credit culture that emphasizes Collaborate would be a partnership culture, one in which employees would find it beneficial to work in collaborative, cross-functional teams. This quality may perhaps be viewed as a dominant aspect of the culture that existed in U.S. investment banks before they became publicly traded corporations, and it is the culture that currently exists among Farm Credit System banks.

A credit culture that emphasizes Control would be a risk-minimization culture, in which a great deal of importance is placed on rigorous credit analysis and post-lending monitoring of adherence to covenants, with a low tolerance for default risk. Growth would be sacrificed in the interest of prudence and safety. There would be tight controls, and violations of process guidelines would not be tolerated.

### Exhibit 3

Credit Culture

- Partnership culture: Collaborate
- Product-innovation-focused culture: Create
- Risk-minimization-focused culture: Control
- Competitive, individual culture: Compete

A credit culture that emphasizes Compete would be a competitive, individual-performance-oriented culture, in which employee bonuses depend on exceeding performance targets, the ratio of bonus to base pay would be high, and market share gains and revenue growth would be greatly valued. Such firms will display an appetite for acquisitions and will value decisive, fast-moving, and aggressive employees.

A credit culture that emphasizes Create would be one focused on product innovation and organic growth. In such an environment, experimentation with new products would be encouraged. So firms with this culture would extend securitization to new asset classes, devise new contracts providing an expanding array of individuals and firms with access to the credit market, design new instruments for hedging and transferring risk, and so on. The investment banking industry in the United States has been a leader in financial innovation because it places a greater degree of emphasis on product creation than its counterparts in other areas of the world.¹⁰

A key message of the CVF is that while most banks will have an organizational culture that spans all four quadrants, each bank will typically be strongest in one quadrant, and this strength will have a large influence on how the bank operates, where it is most successful, and what it finds most challenging. For example, a bank with a Create culture will consistently come out with new financial products and achieve a high level of organic growth, but will have the most difficulty maintaining consistent risk-control standards and eliminating regulatory compliance errors. Similarly, a bank with a Compete credit culture will be fiercely competitive in the marketplace, winning most of its market share battles, and will grow aggressively through acquisitions. Its biggest challenges will be creating trust

---

9 Clearly, the credit culture in a bank has to be consistent with the overall culture that supports its growth strategy. However, describing the credit culture separately enables a focus on details relating to the credit risk management of the bank.

10 Boot and Thakor (1997) develop a theory that explains why U.S. investment banks have been more successful in financial innovation than investment banks in Europe.
among employees within the organization, achieving collaboration, and having a high employee retention rate.

2.5 Diagnosing and Changing Culture
Using the CVF

The CVF enables any organization to assess its current culture as well as its preferred culture. Using a diagnostic instrument that has been validated by extensive research in organizational behavior, it is possible to conduct a survey of any subset of the organization’s employees about organizational practices and individual behaviors.\(^{11}\) The responses can then be aggregated and averaged in order to produce a map of the current and preferred cultures, as shown in Exhibit 4.

The unbroken lines in the exhibit depict the current culture of the organization, and the broken lines depict the preferred culture. In this case, the organization wishes to shift from a focus on control and stability (the Control quadrant) to a focus on flexibility, collaboration (the Collaborate quadrant), and innovation (the Create quadrant). Knowing this goal, the organization can engage the organization in a discussion of how this change in culture can be achieved, a topic addressed in the next subsection.

The CVF is currently a leading method used in assessing organization culture. Several consulting firms have employed this framework to organize items on their climate and culture instruments (see, for example, DeGraff and Quinn [2006]).

2.6 Levers for Changing Culture

There are primarily four levers that must be pulled in order to change culture: performance metrics for judging individuals, projects, and business units; compensation; processes for decision making and resource allocation; and behaviors to encourage, tolerate, and punish.

Consider performance metrics. Many organizations recognize the importance of having their executives develop the leadership abilities of those who report to them, so that the individuals they supervise can become future leaders. However, mentoring and coaching are time-consuming activities, so quite often there is an under-provision of effort to this task. One organization that attaches high value to this activity altered performance metrics to encourage more investment of time and effort in this activity. Specifically, every leader, in collaboration with his or her supervisor, is asked annually to evaluate all direct reports on their readiness for leadership, specifically their readiness to replace their boss. Just as criteria can be set for promotion, they can also be prescribed for dismissal.\(^{12}\)

Compensation design also has a big impact on how employees behave. In banking, there is a greater emphasis on return on equity (ROE) for computing executive bonuses than in any other industry.\(^{13}\) It is not surprising then that bankers are averse to higher capital requirements, since holding higher capital leads to a lower ROE, other things equal. Similarly, if loan officers are compensated for growth in loan volume, then they will have incentives to grow loan volume with far less emphasis on credit quality.\(^{14}\) A culture that emphasizes Collaborate and Create will wish to rely more on deferred compensation, perhaps imposing a longer compensation “duration.”\(^{15}\)

---

\(^{11}\) See Cameron and Quinn (2011) for a complete discussion of the Organizational Cultural Assessment Instrument. See Cameron, DeGraff, Quinn, and Thakor (2014) for a rebuttal of criticisms of the CVF in the organizational behavior literature.

\(^{12}\) As Jack Welch, former chairman and chief executive officer of General Electric, said in an interview with Stuart Varney on CEO Exchange in 2001, any organization that fails to root out and dismiss those who deliver great results but disrespect the culture cannot talk credibly about values.

\(^{13}\) See Bennett, Gopalan, and Thakor (2012).

\(^{14}\) See Acharya and Naqvi (2012) for a theory of how such compensation incentives for loan officers sow the seeds of crises.

\(^{15}\) See Gopalan, Milbourn, Song, and Thakor (2014) for a definition of empirical evidence on compensation duration.
Processes also matter for culture. For example, if an organization has numerous checks and balances in its resource allocation—typical of a strong Control culture—then its employees are unlikely to allocate significant resources to the pursuit of new products and services. A reason for this is that often there is considerable disagreement over whether an innovation is worth introducing.\footnote{See, for example, Thakor (2012).}

Finally, one should not underestimate the importance of the behaviors that leaders encourage, tolerate, and punish. If leaders are vocal about these behaviors and reinforce their views with action in terms of rewards and punishments, then they will be able to influence behavior that supports the preferred culture.

3. Implications for Banks, Regulators, and Supervisors

In this section, I summarize the key lessons from the research on culture in economics and the CVF, discuss what leaders of banks and other financial services organizations can learn, and conclude with some takeaways for bank regulators and supervisors.

3.1 Summary of Insights

- A bank’s culture must support the execution of its growth strategy, so that the culture affects all aspects of decision making. In other words, culture is much more than a statement about ethical behavior in banks; it is embedded in operations overall, such as how employees are hired, rewarded, and fired, how resources are allocated, and how risks and opportunities are managed.

- A strong culture can act as a coordination mechanism to eliminate Nash equilibria in which employees behave badly, and can help to achieve (desirable) outcomes that cannot be reached with formal contracts (such as incentive-based compensation) alone.

- It is more challenging to have a strong culture that operates effectively and consistently in a large and complex bank since subcultures are likely to emerge, leading employees to identify first with their business unit and then with the bank. Size creates the potential for more intrabank competition and behavior that is at odds with the bank’s preferred culture.

- The benefit to a bank from developing a strong culture may depend on the competitive structure of the banking industry. Smaller, older, and more successful banks are likely to have stronger cultures.

- A strong culture can change an employee’s “identity” in a positive way and allow the bank to rely less on incentive compensation to induce the desired behavior.

- If two banks with disparate cultures merge, there will be greater disagreement over decision making and higher agency costs than in either bank before the merger. This outcome is especially likely if the merging banks had cultures that were strong in diagonally opposite quadrants of the CVF.

- There is no such thing as a uniquely best culture. Because culture must support the bank’s growth strategy and banks have different strategies, there is likely to be a distinct preferred culture for each bank.

- There are four types of cultural orientation: Collaborate, Control, Compete, and Create. In a two-by-two matrix, there are inherent tensions between diagonally opposite quadrants representing competing forms of value creation—Collaborate versus Compete, and Control versus Create. Choosing a preferred culture therefore invariably involves trade-offs, and being very strong in one dimension often creates a weakness or a blind spot in another dimension.

3.2 Lessons for Bank Executives

Bank chief executive officers, other senior executives, and board directors should have much to mull over on the issue of bank culture. As Federal Reserve Bank of New York President William Dudley’s remarks in a 2014 speech indicate, if banks do not develop robust cultures that eliminate ethical lapses, regulators may have to step in.\footnote{Dudley (2014).} The most important takeaways for senior bank leaders are outlined here.

First, leaders should articulate a sense of higher purpose for the bank that transcends business goals but also intersects with these goals.\footnote{See Thakor and Quinn (2014) for a discussion of the economics of higher purpose.} Usually, a higher purpose is customer-centric, employee-centric, or designed to serve society. For example, Zingerman’s, a deli in Ann Arbor, Michigan, aims to develop its employees as entrepreneurs and to give customers the best restaurant experience possible. A higher purpose for a financial services firm is to help its clients manage their finances so that they can provide better lives for their...
children and grandchildren. Howard Schultz, chairman and CEO of Starbucks, articulated a purpose for the coffee company of offering that “third place between work and home.” Whatever a bank's stated objective, if it looks for the intersection of its growth strategy with that higher purpose and then ties its culture to it, the effect can be significantly positive. Research has shown that when employees truly believe that the organization is driven by a higher purpose that transcends the usual business goals and that this higher purpose actually affects the growth strategy and business decisions of the organization, agency problems are smaller and employees work harder.19

Second, leaders should do a diagnostic survey to get a sense of the bank’s existing and preferred cultures.

Third, leaders can engage in a cultural-change exercise using the levers discussed in the previous section.

Fourth, leaders should be cognizant of the tensions and trade-offs between the bank’s growth strategy and preferred culture.

Finally, before finalizing a merger, leaders should consider the compatibility of the cultures of the merging banks, based on a cultural diagnosis.

3.3 Takeaways for Bank Regulators and Supervisors

Currently, much of the focus of bank regulators, when it comes to culture, appears to be on ensuring ethical behavior and curtail risk taking in banks. In light of the events surrounding the crisis of 2007-09, this approach is understandable. However, the CVF provides a word of caution on this point—an excessive focus on Control can kill Create. So the key takeaways for bank supervisors are the following: First, it may be valuable to examine the practices of promotion and compensation to enhance understanding of an organization; the criteria for both will be quite informative about a bank’s culture.

Second, while it is not surprising that bank supervisors emphasize the Control quadrant of the CVF more than banks themselves will, it would nonetheless be useful to consider the fact that an excessive focus on goals like predictability can hurt financial innovation, with negative consequences for growth. Thus, a balanced and nuanced approach is needed.

Third, in addition to focusing on deferred compensation as a way to encourage more long-term thinking, it may be valuable to consider formulating guidelines based on the compensation duration measure recently developed in the literature (see, for example, Gopalan, Milbourn, Song, and Thakor [2014]).

Fourth, large and complex banks are likely to find it more challenging to have a single overarching culture, so subcultures are likely to emerge. It will be important to understand the characteristics of these subcultures.

Finally, in the case of bank mergers, the cultural compatibility of the two banks is an important determinant of success. Large mergers—like Daimler-Chrysler and Citi-Travelers—have often failed owing to cultural incompatibility.20

4. Conclusion

In this article, I have discussed the issue of culture in banking, reviewing the relatively small literature on culture in economics and describing a CVF framework—developed in the organizational behavior field—as an example of a conceptual tool to diagnose and change culture.

Numerous important takeaways—detailed in the preceding section—emerge from this exercise. There are common lessons for all, but the messages for senior bank executives and bank regulators and supervisors are more specialized.

A strong bank culture—one that supports the bank’s growth strategy and consistently influences employee behavior—can be a form of “off-balance-sheet capital” for the bank. It can reassure regulators that there will be prudent risk taking in the bank and adherence to ethical standards, while also providing the bank a basis for enhanced and sustainable value creation. This is good both for financial stability—as a useful complement to a high level of equity capital in banking—and economic growth.21

Much more research is needed on this subject. We know already that culture and trust at the national level affect trade and economic outcomes (see Guiso, Sapienza, and Zingales [2009]), and that corporate governance affects culture in organizations (see Guiso, Sapienza, and Zingales [2015]). A strong corporate culture can also be used to foster trust within banks, with positive consequences for ethical behavior and stability.

19 See Thakor and Quinn (2014) and the references therein. A customer-centric higher purpose can also foster the development of a stronger “relationship banking” culture, thereby helping to reduce inefficiencies in formal intertemporal contracts with customers (see Boot and Thakor [1994] for an analysis of these in a relationship banking context), and can provide a barrier to protect relationship banking profits against competitive erosion.

20 Bouwman (2013) discusses numerous case studies of mergers that failed due to lack of cultural compatibility. Fiordelisi and Martelli (2011) empirically examine the impact of culture on the success of mergers in U.S. and European banking.

21 Thakor (2014) provides an extensive review of the role of bank capital in influencing financial market outcomes and financial stability overall.
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1. Introduction

In the 1987 Oliver Stone film Wall Street, Michael Douglas delivered an Oscar-winning performance as financial “Master of the Universe” Gordon Gekko. An unabashedly greedy corporate raider, Gekko delivered a famous, frequently quoted monologue in which he described the culture that has since become a caricature of the financial industry:

The point is, ladies and gentleman, that greed, for lack of a better word, is good. Greed is right, greed works. Greed clarifies, cuts through, and captures the essence of the evolutionary spirit. Greed, in all of its forms, greed for life, for money, for love, knowledge, has marked the upward surge of mankind. And greed, you mark my words, will not only save Teldar Paper, but that other malfunctioning corporation called the USA.

Despite the notoriety of this encomium to enlightened self-interest, few people know that these words are based on an actual commencement speech delivered in 1986 at what is now the Haas School of Business of the University of California at Berkeley. The speaker? Ivan Boesky, who would be convicted just eighteen months later in an insider trading scandal.1

Millions of people saw Wall Street, and Gekko’s monologue became part of popular culture. Hundreds, perhaps thousands, of young people were inspired to go into finance as a result of Douglas’s performance. This dismayed Stanley Weiser, the co-writer of the screenplay, who met many of these young people for himself. As Weiser wrote in 2008 at the height of the financial crisis, “A typical example would be a business executive or a younger studio development person spouting something that goes like this: ‘The movie changed my life. Once I saw it I knew that I wanted to get into such and such business. I wanted to be like Gordon Gekko.’ . . . After so many encounters with Gekko

admirers or wannabes, I wish I could go back and rewrite the
greed line to this: ‘Greed is good. But I’ve never seen a Brinks
trick pull up to a cemetery.’

What makes this phenomenon truly astonishing is that
Gekko is not the hero of Wall Street—he is, in fact, the villain.
Moreover, Gekko fails in his villainous plot, thanks to his young
protégé-turned-hero, Bud Fox. The man whose words Weiser
put into Gekko’s mouth, Ivan Boesky, later served several years
in a federal penitentiary for his wrongdoings. Nevertheless,
many young people decided to base their career choices on the
screen depiction of a fictional villain whose most famous lines
were taken from the words of a convict. Culture matters.

This is a prime example of what I propose to call “the Gekko
effect.” It is known that some cultural values are positively
 correlated to better economic outcomes, perhaps through the
channel of mutual trust. Firms with stronger corporate cultures,
as self-reported in surveys, appear to perform better than those
with weaker cultures, through the channel of behavioral consis-
tency, although this effect is diminished in a volatile environment
(Gordon and DiTomaso 1992; Sørensen 2002). However, not
all strong values are positive ones. The Gekko effect highlights
the fact that some corporate cultures may transmit negative
values to their members in ways that make financial malfes-
sance significantly more probable. To understand these channels and
formulate remedies, we have to start by asking what culture is,
how it emerges, and how it is shaped and transmitted over time
and across individuals and institutions.

2. What Is Culture?

What do we mean when we talk about corporate culture?
There are, quite literally, hundreds of definitions of
culture. In 1952, the anthropologists A.L. Kroeber and
Clyde Kluckhohn listed 164 definitions that had been
used in the field up to that time, and to this day we still do
not have a singular definition of culture. This article does
not propose to solve that problem but merely to find a
working definition to describe a phenomenon. Kroeber and
Kluckhohn settled on the following: “Culture consists of
patterns, explicit and implicit, of and for behavior acquired
and transmitted by symbols, constituting the distinctive
achievements of human groups, including their embodi-
ments in artifacts” (Kroeber and Kluckhohn 1952, 35).
Embedded in this seemingly straightforward and intuitive
definition is an important assumption that we shall revisit
and challenge below—that culture is transmitted rather
than innate—but that we will adopt temporarily for the
sake of exposition and argument.

A corporate culture exists as a subset of a larger culture,
with variations found specifically in that corporate entity.
Again, there are multiple definitions. The organizational
theorists O’Reilly and Chatman define corporate culture as
“a system of shared values that define what is important,
and norms that define appropriate attitudes and behaviors
for organizational members” (O’Reilly and Chatman
1996, 166), while Schein defines it in his classic text as “a
pattern of shared basic assumptions that was learned by a
 group . . . that has worked well enough to be considered
valid and, therefore, to be taught to new members as the
correct way to perceive, think, and feel in relation to [the
group’s] problems” (Schein 2004, 17).

The key point here is that the distinctive assumptions
and values of a corporate or organizational culture define
the group. These assumptions and values will be shared
within the culture, and they will be taught to newcomers
to the culture as the correct norms of behavior. People who
lack these values and norms will not be members of the
shared culture, even though they may occupy the appro-
priate position on the organizational chart. In fact, these
outsiders may even be viewed as hostile to the values of the
culture, a point to which we will return.

It is clear from these definitions that corporate culture
propagates itself less like an economic phenomenon—with
individuals attempting to maximize some quantity through
their behavior—and more like a biological phenomenon,
such as the spread of an epidemic through a population.
Gordon Gekko, then, can be considered the “patient
zero” of an epidemic of shared values (most of which are
considered repugnant by the larger society, including
Gekko’s creator).

This biologically inspired model of corporate culture
can be generalized further. Three factors will affect the
transmission of a corporate culture through a group:
the group’s leadership, analogous to the primary source
of an infection; the group’s composition, analogous to a
population at risk; and the group’s environment, which
shapes its response. The next sections will explore how the
transmission of values conducive to corporate failure might
occur, how such values emerge, and what can be done
to change them.

2 Stanley Weiser, “Repeat after Me: Greed Is Not Good,” Los Angeles Times,
October 5, 2008.

3 For example, see Guiso, Sapienza, and Zingales (2006).
3. Values from the Top Down: Authority and Leadership

Who maintains the values of a corporate culture? Economics tells us that individuals respond to incentives—monetary rewards and penalties. From this mercenary perspective, corporate culture is almost irrelevant to the financial realities of risk and expected return.

However, the other social sciences offer a different perspective. A corporate culture directs its employees through authority—sometimes called “leadership” in the corporate world—as much as through financial incentives, if not more so. The great German sociologist Max Weber broke down authority into three ideal types: the charismatic, who maintains legitimacy through force of personality; the traditional, who maintains legitimacy through established custom; and the legal-rational, whose legitimacy comes from shared agreement in the law (Kronman 1983, 43-50). We can see that Gordon Gekko is almost a pure example of Weber’s charismatic authority; however, at this point in our discussion, the style of authority is less important than the fact of authority.

According to Herbert A. Simon’s classic analysis of administrative behavior, a person in authority establishes the proper conduct for subordinates through positive and negative social sanctions (Simon 1997, 184-5). These sanctions, in the form of social approval or disapproval, praise or embarrassment, may be the most important factor in inducing the acceptance of authority. Also important is the sense of shared purpose, which, in the military, is sometimes called esprit de corps. People with a sense of purpose are more likely to subordinate themselves to authority, in the belief that their subordination will aid in achieving the goals of the group.

How much economic incentive is needed for an authority figure to influence the members of a culture into bad behaviors? Experimental social psychology gives us a rather disturbing answer. In the infamous Milgram experiment, originally conducted by the psychologist Stanley Milgram at Yale University in 1961, volunteers administered what they believed were high-voltage electric shocks to a human experimental subject, simply because a temporary authority figure made verbal suggestions to continue (Milgram 1963). Of these scripted suggestions, “You have no other choice, you must go on,” was the most forceful. If a volunteer still refused after this suggestion was given, the experiment was stopped. Ultimately, twenty-six out of forty people administered what they believed was a dangerous, perhaps fatal, 450-volt shock to a fellow human being, even though all expressed doubts verbally and many exhibited obvious physiological manifestations of stress; three even experienced what appeared to be seizures. One businessman volunteer “was reduced to a twitching, stuttering wreck, who was rapidly approaching a point of nervous collapse . . . yet he continued to respond to every word of the experimenter, and obeyed to the end.” Milgram’s volunteers were paid four dollars plus carfare, worth about fifty dollars today.

Even more notorious is the Stanford prison experiment, conducted by the Stanford University psychologist Philip Zimbardo in 1971. In the two-week experiment conducted in the basement of the Stanford psychology department, Zimbardo randomly assigned volunteers to the roles of guards and prisoners (Haney, Banks, and Zimbardo 1973a, b). Almost immediately after the experiment began, the “guards” started to behave in a dehumanizing way toward the “prisoners,” subjecting them to verbal harassment, forced exercise, manipulation of sleeping conditions, manipulation of bathroom privileges (some of it physically filthy), and the use of nudity to humiliate the “prisoners.” Zimbardo, who played the role of prison superintendant, terminated the experiment after only six days, at the urging of his future wife, Christina Maslach, whom he had brought in as an outsider to conduct interviews with the subjects. Zimbardo paid his subjects fifteen dollars a day, roughly ninety dollars per diem in today’s dollars.

It should be obvious that monetary incentives are a completely insufficient explanation for the behavior of the volunteers in these two experiments. In Milgram’s experiment, the majority of subjects submitted themselves to the verbal demands of an authority despite the severe mental stress inflicted by these tasks. In Zimbardos’s experiment, volunteers threw themselves into the role of guards with gusto, with Zimbardo himself playing the role of the superintendent willing to overlook systemic abuses. In each case, the volunteers fulfilled the roles that they believed were expected of them by the authority.

Leadership is important in harnessing the behavior of a corporation’s employees to become more productive and competitive. Unfortunately, as Milgram and Zimbardo demonstrated, the same factors that allow leadership to manifest itself through performance and teamwork also allow it to promote goals that lack a moral, ethical, legal, profitable, or even rational basis.

The same factors that allow leadership to manifest itself through performance and teamwork also allow it to promote goals that lack a moral, ethical, legal, profitable, or even rational basis.

manifest itself through performance and teamwork also allow it to promote goals that lack a moral, ethical, legal, profitable, or even rational basis. Remember that the 65 percent of Milgram’s experimental subjects who continued to administer electric shocks were compelled to do so merely by verbal expressions of disapproval by the authority figure.

In corporate cultures that lack the capacity to assimilate an outside opinion, the primary check on behavior is the authority. From within a corporate culture, an authority may see his or her role as similar to that of the conductor of an orchestra, managing a group of highly trained professionals in pursuit of a lofty goal. From a viewpoint outside the culture, however, the authority may be cultivating the moral equivalent of a gang of brutes, as Zimbardo himself did in his role as mock prison superintendent. It took a trusted outsider to see the Stanford prison experiment with clear eyes and to convince Zimbardo that his experiment was, in fact, an unethical degradation of his test subjects.

Finally, even if the authority has an excellent track record, a subtle form of moral hazard is associated with this excellence, as has been pointed out by Robert Shiller: If “people have learned that when experts tell them something is all right, it probably is, even if it does not seem so . . . thus the results of Milgram’s experiment can also be interpreted as springing from people’s past learning about the reliability of authorities” (Shiller 2005, 159).

The pool of possible corporate employees today is wide and diverse. Firms and industries draw from this pool with a particular employee profile in mind, often filtering out other qualified candidates. However, this filter may shape the corporate culture in unexpected ways. In the late 1990s, the anthropologist Karen Ho conducted an ethnographic survey of Wall Street investment banks. Beginning in the 1980s, the era of Oliver Stone’s Wall Street, these firms deliberately targeted recent graduates of elite schools, in particular Harvard and Princeton, appealing to their intellectual vanity: “the best and the brightest.” These fresh recruits brought their social norms and values with them to Wall Street (Ho 2009, 39–66). As they were promoted, and older members departed, a new norm of behavior developed within investment bank culture through population change. Knowledge of the older Wall Street culture faded and became secondhand, while Liar’s Poker, Michael Lewis’s memoir about graduating from Princeton and going to work at Salomon Brothers, became a manifesto for the new elite (Ho 2009, 337). Even the drawbacks of a Wall Street job could confirm the values of an elite worldview. Ho found that her informants rationalized Wall Street job insecurity as normative, since the insecurity revealed “who is flexible and who can accept change” (Ho 2009, 274). The historically high levels of Wall Street compensation were, in her informants’ view, the natural reward for members of the elite assuming the personal risk of losing their jobs.

Corporations deliberately choose employees with attributes that corporate leadership believes are useful to the organization. To borrow another biological metaphor, the hiring process is a form of artificial selection from a population with a great deal of variation in personality type, worldview, and other individual traits. All else being equal, employees with traits that more closely fit the corporate culture will do better in the corporation since they are already adapted to that particular environment. This leads to a feedback loop reinforcing the corporate culture’s values. Employees who do not fit this profile find themselves under social pressure to adapt or leave the organization. This process of selection and adaptation leads to stronger corporate cultures, which are correlated with stronger performance. However, there are times when a corporation benefits from a diversity of viewpoints to prevent groupthink (Janis 1982). The innovator, the whistleblower, the contrarian, and the devil’s advocate all have necessary roles in the modern corporation, especially in a shifting economic environment. A human resources manager, then, faces much the same dilemma as a portfolio manager—how to pick winners, shed losers, and manage risk so as to increase the value of the overall portfolio.

Employees with traits that more closely fit the corporate culture will do better in the corporation since they are already adapted to that particular environment. This leads to a feedback loop reinforcing the corporate culture’s values.

4. VALUES FROM THE BOTTOM UP: COMPOSITION

Not all of corporate culture is created from the top down. A culture is also composed of the behavior of the people within it, from the bottom up. Corporate culture is subject to compositional effects, based on the values and behaviors of the people the organization hires, even as corporate authority attempts to inculcate its preferred values and behaviors into employees.
Many corporations deliberately hire “self-starters” or “go-getters,” people with aggressive or risk-taking personalities who are thought to have a competitive nature and whose presence (so goes the belief) will lead to higher profits for the firm. This personality type is drawn to what the sociologist Stephen Lyng has described as “edgework” (Lyng 1990). Borrowing the term from the writings of gonzo journalist Hunter S. Thompson, Lyng uses it to describe the pleasurable form of voluntary risk taking sometimes found in adventure sports such as skydiving or in hazardous occupations such as test piloting. In these fields, the individual is put at severe risk, but the risk is made pleasurable through a sense of satisfaction in one’s superior ability to navigate such dangerous waters. This dynamic naturally extends to the financial industry, and, in fact, sociologist Charles W. Smith recently used the concept of edgework to compare the financial market trader to the sea kayaker (Smith 2005).

Edgeworkers normally think of themselves as ferociously independent. Nevertheless, Lyng has found that success in the face of risk reinforces among edgeworkers a sense of group solidarity and belonging to an elite culture, even across professions. But this sense of solidarity exists only to fellow edgeworkers, which puts these individuals at odds with the larger culture. In a corporation, this can lead to a split between a trading desk, or even upper management, and the rest of the corporate culture. For example, the organizational theorist Zur Shapira conducted surveys of fifty American and Israeli executives and found that, even though many urged their subordinates to maintain risk-averse behavior, they themselves took greater risks, deriving active enjoyment in succeeding in the face of those risks. One company president still viewed himself as an edgeworker, telling Shapira, “Satisfaction from success is directly related to the degree of risk taken” (Shapira 1995, 58). For a new hire who patterns his or her job behavior on an authority figure within the firm, this may be a case of “Do as I say, not as I do.”

Group composition may lead to differences that cannot be explained by culture alone. An individual’s temperament and personality are largely internal in origin and difficult to change. Some traits, such as the propensity for risk taking, may have deeper causes. For example, it has long been documented that younger men are more prone to engage in dangerous activities than older men or women of the same age, with behaviors ranging from reckless driving to homicide (Wilson and Daly 1985). There may be a neuroscientific reason for this difference in the development of the adolescent brain.5 These differences are by definition not cultural: They can neither be learned nor transmitted symbolically. Yet these differences affect the highest levels of human behavior.

5 For example, see Steinberg (2008).

Nevertheless, culture is still powerful, even in the face of intrinsic behavioral variation. To take the most dramatic example, consider risk-taking behavior, which has known physiological and neurological correlates. Insurance companies use automobile fatalities as a proxy to measure risk-taking behavior among groups. However, there has been an absolute decline in automobile fatalities in the United States since the last forty years, despite a vast increase in the number of drivers and miles traveled. This decline was caused by changes in culture: in material culture, such as advances in the design of automobiles and highways; in regulatory culture, such as the enforcement of appropriate speed limits; and in social culture, such as the stigmatization of driving under the influence of alcohol. The same propensity for risk is as present today as it was in 1975, but the culture at large has changed to limit its negative effects on the highway.

5. Values from the Environment: Risk and Regulation

The third factor influencing corporate culture is the environment. Competition, the economic climate, regulatory requirements—the list of possible environmental factors that affect corporate culture may seem bewilderingly complex. However, anthropologist Mary Douglas made the elegant observation that a culture’s values are reflected in how it manages risk, which, in turn, reflects how the culture perceives its environment (Douglas and Wildavsky 1982). No culture has the resources to eliminate all risk; therefore, a culture ranks its dangers according to what it finds most important, both positively and negatively. This prioritization acts as a snapshot of the culture’s operating environment, just as an insurance portfolio might act as a snapshot of the policyholder’s day-to-day environment. It is important to note that a culture’s ranking of danger may have little to do with the mathematical probability of an event. As a modern example, Douglas looked at the expansion of legal liability in the United States and its role in the insurance crisis of the 1970s. The underlying probability of medical

No culture has the resources to eliminate all risk; therefore, a culture ranks its dangers according to what it finds most important, both positively and negatively.
malpractice or illness from toxic waste changed very little over that decade. In Douglas’s analysis, what changed was how society chose to respond to those dangers, owing to a change in cultural values.

Cultures warn against some dangers but downplay others in order to reinforce internal cultural values. For example, sociologist Sudhir Venkatesh finds that in “Maquis Park,” his pseudonym for a poor African-American neighborhood in Chicago, it is a risk-taking behavior to leave the established network of formal and informal business relationships that define the community and experience the impossible-to-measure Knightian uncertainty of establishing new connections with few resources in the hostile environment of greater Chicago (Venkatesh 2006, 148-50).

Despite the neighborhood’s high crime rate, the culture of Maquis Park is risk-averse. Criminal behavior there is often an application of economic rationalism and cost-benefit analysis in the face of limited options, rather than an expression of a higher tendency to take risks.

Douglas’s idea that the values of a culture are reflected in how it prioritizes risk has immediate application in understanding differences in corporate behavior. For example, compare risk taking in the insurance industry with that of the banking industry. The insurance industry is culturally more conservative precisely because a significant portion of insurers’ revenue is determined by state regulation. As a result, insurers make money by protecting their downside—in other words, by carefully managing risk. In the banking industry, however, revenue is variable and, in many cases, directly related to bank size and leverage; therefore, risk taking is much more flexible and encouraged.

According to Douglas, modern cultures fall into three ideal types: the hierarchical—including the bureaucratic tendencies not only of government but also of the large corporation; the individualistic—the world of the market, the entrepreneur, and classic utility theory; and the sectarian—the world of the outsider, the interest group, and the religious sect. These cultures interact with one another in predictable ways. The United States is obviously multicultural, but its central institutions are largely hierarchical or individualistic, while its population is largely sectarian. Each type of culture has a distinctive response to danger—a re-emphasis of the importance of the hierarchy, the individual, or the sect—which it uses to reinforce the values of the culture, often at the expense of competing views. Thus, for individualistic cultures, as the late German sociologist Ulrich Beck said, “community is dissolved in the acid bath of competition” (Beck 1992, 94).

This cultural defense mechanism has important implications, not only for managers but also for regulators. To borrow Douglas’s distinction, the central cultures of the financial world find it very easy to ignore voices from the border, whether they are radicalized protestors in the streets, regulators from a government agency, or a dissenting opinion from within the financial community. Regulators are not immune to this defense mechanism, whether they are federal agencies, professional standards organizations, or law enforcement. In fact, the sanctions taken against a whistleblower in a regulatory organization may be much harsher than those taken against a corporate whistleblower because the regulatory whistleblower diminishes the regulator’s legitimacy, the source of its legal-rational authority over others.

A corporate culture may defend itself so strongly that, despite almost everyone’s dissatisfaction with the status quo, the organization may find itself unable to change its norms of behavior. This statement is not an exaggeration. In the 1990s, the organizational theorist John Weeks conducted an ethnographic survey of a large British bank, “British Armstrong,” in which he found precisely this pattern of behavior (Weeks 2004). Prevailing corporate cultural values in “BritArm” were used to diminish or discount criticism. For example, BritArm prided itself on its discretion, values in “BritArm” were used to diminish or discount criticism. For example, BritArm prided itself on its discretion, and their complaints were also ignored as part of the culture’s immune response. An acceptable level of complaint, in fact, became a new norm among BritArm’s employees, part of their corporate cultural identity. As Weeks explains, “Complaining about a culture in the culturally acceptable ways should not be seen as an act of opposition to that culture. Rather, it is a cultural form that . . . has the effect of enacting the very culture that it ostensibly criticizes” (Weeks 2004, 12).

Culture is also subject to the social trends and undercurrents in the environment, creating a unique and palpable set of ideals, customs, and values that broadly influence societal behavior. From a sociological perspective, we might call these instances the “collective consciousness” of society, a term first proposed by the late nineteenth-century French sociologist...
Émile Durkheim (Durkheim 1893). Twentieth-century examples might include the giddy dynamism of the Roaring Twenties, the flirtation with Marxism and socialism in midcentury, and the countercultural movement of the 1960s. From an economic perspective, examples might include recessions, depressions, hyperinflation, and asset bubbles—periods when macroeconomic factors overwhelm industry- or institution-specific factors in determining behavior throughout the economy.

During such periods, it is easy to see how entrepreneurs, investors, corporate executives, and regulators are all shaped by the cultural milieu. In good times, greed is indeed good and regulation seems unnecessary or counterproductive; in bad times, especially in the aftermath of a financial crisis, greed is the root of all evil and regulation must be strengthened to combat such evil.

6. Values from Economists: Responding to Incentives

Economists have traditionally looked at theories of cultural values with skepticism, whether such theories have come from psychology, anthropology, ethnography, sociology, or management science. Part of this skepticism stems from the culture of economics, which prizes the narrative of rational economic self-interest above all else. Given two competing explanations for a particular market anomaly, a behavioral theory and a rational expectations model, the vast majority of economists will choose the latter—even if rationality requires unrealistically complex inferences about everyone’s preferences, information, and expectations. The mathematical elegance of a rational expectations equilibrium usually trumps the messy and imprecise narrative of corporate culture. For example, Schein breaks down an organizational culture into its observable artifacts, espoused values, and unspoken assumptions (Schein 2004, 26). In the pure economist’s view, this is much too touchy-feely. An economist will measure observables but look askance at self-reported values and ignore unspoken assumptions in favor of revealed preferences. Gordon Gekko’s motivation—and his appeal to moviegoers—is simple: wealth and power. He is Homo economicus—the financial equivalent of John Galt in Ayn Rand’s Atlas Shrugged—optimizing his expected utility, subject to constraints. From the economist’s perspective, Gekko’s only fault is optimizing with fewer constraints than those imposed by the legal system.

However, the economist’s view of rational self-interest is not simply axiomatic: Economic self-interest is a learned and symbolically transmitted behavior. We do not expect children or the mentally impaired to pursue their rational self-interest, nor do we expect the financially misinformed to be able to maximize their self-interest correctly. Therefore, this view of economic behavior fulfills the textbook definition of a cultural trait, albeit one that economists believe is universal and all-encompassing, as the term Homo economicus suggests.

Through the cultural lens of an economist, individuals are good if they have an incentive to be good. The same motivation of self-interest that drives a manager to excel at measurable tasks in the Wall Street bonus culture may also induce the manager to shirk the less observable components of job performance, such as following ethical guidelines (Bénabou and Tirole 2015). Yet, the same manager might behave impeccably under different circumstances—in other words, when faced with different incentives.

There are a few notable exceptions to this cultural bias against culture in economics. Hermalin (2001) presents an excellent overview of economic models of corporate culture, citing the work of several researchers who have modeled culture as

1. game-theoretic interactions involving incomplete contracts, coordination, reputation, unforeseen contingencies, and multiple equilibria (Kreps 1990);
2. a store of common knowledge that provides efficiencies in communication within the firm (Crémer 1993);
3. an evolutionary process in which preferences are genetically transmitted to descendants and shaped by senior management, like horse breeders seeking to produce championship thoroughbreds (Lazear 1995);
4. and the impact of situations on agents’ perceptions and preferences (Hodgson 1996).
Despite these early efforts, and Hermelin's compelling illustrations of the potential intellectual gains from trade between economics and culture, the study of culture by economists is still the exception rather than the rule. One reason is that the notion of rational self-interest, and its rich quantitative implications for behavior, has made economics the most analytically powerful of the social sciences. The assumption that individuals respond to incentives according to their self-interest leads to concrete predictions about behavior, rendering other cultural explanations unnecessary. In this framework, phenomena such as tournament salaries and Wall Street bonuses are a natural and efficient way to increase a firm's productivity, especially in a high-risk/high-reward industry in which it is nearly impossible to infer performance differences between individuals in advance.\(^6\) If a corporate culture appears "greedy" to the outside world, it is because the world does not understand the economic environment in which the culture operates. The economist's view of culture—reducing differences in behavior to different structures of incentives—can even be made to fit group phenomena that do not appear guided by rational self-interest, such as self-deception, over-optimism, willful blindness, and other forms of groupthink (Bénabou 2013). Greed is not only good, it is efficient and predictive. Therefore, individual misbehavior and corporate malfeasance are simply incentive problems that can be corrected by an intelligently designed system of financial rewards and punishments.

This description is, of course, a caricature of the economist's perspective, but it is no exaggeration that the first line of inquiry in any economic analysis of misbehavior is to investigate incentives. A case in point is the rise in mortgage defaults by U.S. homeowners during the financial crisis of 2007-2009. Debt default has been a common occurrence since the beginning of debt markets, but after the peak of the U.S. housing market in 2006, a growing number of homeowners engaged in strategic defaults—defaults driven by rational economic considerations rather than the inability to pay. The rationale is simple. As housing prices decline, a homeowner's equity declines in lockstep. When a homeowner's equity becomes negative, there is a much larger economic incentive to default, irrespective of income or wealth. This tendency to default under conditions of negative home equity has been confirmed empirically.\(^7\) In a sample of homeowners holding mortgages in 2006 and 2007, Cohen-Cole and Morse (2010) find that 74 percent of those households that became delinquent on their mortgage payments were nevertheless current on their credit card pay-

\(^6\) However, see Burns, Minnick, and Starks (2013) for links between culture and compensation in a tournament framework.

\(^7\) See, for example, Deng, Quigley, and Van Order (2000) and Elul et al. (2010).

ments, behavior consistent with strategic default. Moreover, homeowners with negative equity are found to be more likely to re-default, even when offered a mortgage modification that initially lowers their monthly payments (Quercia and Ding 2009). As Geanakoplos and Koniak observe in the aftermath of the bursting of the housing bubble:

Every month, another 8 percent of the subprime homeowners whose mortgages . . . are 160 percent of the estimated value of their houses become seriously delinquent. On the other hand, subprime homeowners whose loans are worth 60 percent of the current value of their house become delinquent at a rate of only 1 percent per month. Despite all the job losses and economic uncertainty, almost all owners with real equity in their homes are finding a way to pay off their loans. It is those “underwater” on their mortgages—with homes worth less than their loans—who are defaulting, but who, given equity in their homes, will find a way to pay. They are not evil or irresponsible; they are defaulting because . . . it is the economically prudent thing to do.\(^8\)

Economists can confidently point to these facts when debating the relative importance of culture versus incentives in determining consumer behavior.

However, the narrative becomes more complex the further we dig into the determinants of strategic default. In survey data of one thousand U.S. households from December 2008 to September 2010, Guiso, Sapienza, and Zingales (2013, Table VI) show that mortgage defaults are influenced by the delinquency rates in surrounding ZIP codes, even after controlling for income-related factors. The authors’ estimates suggest that a 1 percent increase in the surrounding delinquency rate increases the probability of a strategic default by up to 16.5 percent.

These results show that there is no simple dichotomy between incentives and culture. Neither explanation is complete because the two factors are inextricably intertwined and jointly affect human behavior in complex ways. Reacting to a change in incentives follows naturally from the unspoken assumptions of the economist. Economic incentives certainly influence human decisions, but they do not explain all behavior in all contexts. They cannot do so, because

humans are incentivized by a number of forces that are nonpecuniary and difficult to measure quantitatively. As Hill and Painter (2015) observe, these forces may include status, pride, mystique, and excitement. In addition, “what confers status is contingent, and may change over time.” These cultural forces often vary over time and across circumstances, causing individual and group behavior to adapt in response to such changes.

However, economists rarely focus on the adaptation of economic behavior to time-varying, nonstationary environments—our discipline is far more comfortable with comparative statics and general equilibria than it is with dynamics and phase transitions. Yet, changes in the economic, political, and social environment have important implications for the behavior of individual employees and corporations alike, as Hermalin (2001) underscores. To resolve this problem, we need a broader theory, one capable of reconciling the analytical precision of *Homo economicus* with the cultural tendencies of *Homo sapiens*.

7. **Values from Evolution: The Adaptive Markets Hypothesis**

If corporate culture is shaped from the top down, from the bottom up, and through incentives in a given environment, the natural question to ask next is, how? A corporation’s leadership may exert its authority to establish norms of behavior within the firm, but a corporation’s employees also bring their preexisting values to the workplace, and all of the actors in this drama have some resistance to cultural sway for noncultural, internal reasons. None of them are perfectly malleable individuals waiting to be molded by external forces. This resistance has never stopped corporate authority from trying, however. In one notorious case, Henry Ford employed hundreds of investigators in his company’s Sociological Department to monitor the private lives of his employees in order to ensure that they followed his preferred standard of behavior inside the factory and out (Snow 2013). The success or failure of such efforts depends critically on understanding the broader framework in which culture emerges and evolves over time and across circumstances.

Determining the origin of culture, ethics, and morality may seem to be a hopeless task, and one more suited to philosophers than economists. However, there has been surprising progress... that has important implications for economic theories of culture.

The success or failure of such efforts depends critically on understanding the broader framework in which culture emerges and evolves over time and across circumstances.

Determining the origin of culture, ethics, and morality may seem to be a hopeless task, and one more suited to philosophers than economists. However, there has been surprising progress in the fields of anthropology, evolutionary biology, psychology, and the cognitive neurosciences that has caused individual and group behavior to adapt in response to such changes.

However, economists rarely focus on the adaptation of economic behavior to time-varying, nonstationary environments—our discipline is far more comfortable with comparative statics and general equilibria than it is with dynamics and phase transitions. Yet, changes in the economic, political, and social environment have important implications for the behavior of individual employees and corporations alike, as Hermalin (2001) underscores. To resolve this problem, we need a broader theory, one capable of reconciling the analytical precision of *Homo economicus* with the cultural tendencies of *Homo sapiens*.

---


10 See, for example, Hamilton (1964); Trivers (1971); and Nowak and Highfield (2011).

The adaptive markets hypothesis explains why analogies to biological reasoning are often effective in the social sciences. Darwinian evolution is not the same process as cultural evolution, but the two processes occur under similar constraints of selection and differential survival. As a result, one can fruitfully use biological analogies, as well as biology itself, to explain aspects of culture—even of corporate culture, a concept that did not exist until the late nineteenth and early twentieth centuries. These explanations fall into two categories: explanations of individual behavior by itself, and explanations of the interactions between individuals that lead to group dynamics.

Viewing behavior at the level of the individual, recent research in the cognitive neurosciences has refined insights into the nature of moral and ethical judgments. These judgments arise from one of two possible neural mechanisms: one instinctive, immediate, and based on emotion; and the other more deliberative, measured, and based on logic and reasoning (Greene 2014). The former is fast, virtually impossible to override, and relatively inflexible, while the latter is slow, much more nuanced, and highly adaptive. This “dual-process theory” of moral and ethical decision making—which is supported by a growing body of evidence from detailed, experimental neuroimaging studies—speaks directly to the question at hand of the origin of culture. At this level of examination, culture is the combination of hardwired responses embedded in our neural circuitry, many innate and not easily reprogrammed, and more detailed complex analytic behaviors that are path-dependent on life history, which can be reprogrammed (slowly) and are more in tune with our social environment.

Apart from its pure scientific value, the dual-process theory has several important practical implications. Current efforts to shape culture may be placing too much emphasis on the analytical process while ignoring the less malleable and, therefore, more persistent innate process. A deeper understanding of this innate process is essential to answering questions about whether and how culture can be changed. One starting point is the work of social psychologist Jonathan Haidt, who proposed five moral dimensions that are innately determined and whose relative weightings yield distinct cultural mores and value systems: harm versus care, fairness versus cheating, loyalty versus betrayal, authority versus subversion, and purity versus degradation. Since the relative importance of these moral dimensions is innately determined, their presence in the population naturally varies along with hair color, height, and other traits.

Haidt and his colleagues discovered that, far from being distributed across the population in a uniformly random way, these traits had strong correlations to political beliefs (see Chart 1). For example, people in the United States who identified them-
selves as liberal believed that questions of harm/care and fairness/cheating were almost always relevant to making moral decisions. The other three moral foundations Haidt identified—loyalty/betrayal, authority/subversion, and purity/degradation—were much less important to liberals. However, those who identified themselves as conservative believed that all five moral foundations were equally important, although conservatives did not place as high an importance on any of the factors as liberals placed on fairness/cheating or harm/care. These traits had predisposed people to sort themselves into different political factions.

It takes little imagination to see this sorting process at work across professions. People who believe that fairness is the highest moral value will want to choose a vocation in which they can exert this value, perhaps as a public defender, a teacher of underprivileged children, or a sports referee. Those who believe, instead, that fairness is less important than other values might find themselves drawn to high-pressure sales, or indeed, Gordon Gekko’s caricature of predatory finance. This is not to say that everyone in those professions shares those values, of course, but rather that individuals with those values may find such professions more congenial—a form of natural selection bias—and will, therefore, eventually be statistically overrepresented in that subpopulation.

At the same time that evolution shapes individual behavior, it also acts on how individuals relate to one another. We call the collective behavior that ultimately emerges from these interactions “culture.” It has been conceptually difficult for classical evolutionary theory to explain many forms of collective and group behavior because evolutionary theory is primarily centered on the reproductive success of the individual or, even more reductively, of the gene. Recent research in evolutionary biology, however, has revived the controversial notion of “group selection” (Nowak, Tarnita, and Wilson 2010), in which groups, not just individuals or genes, are the targets of natural selection. Although many evolutionary biologists have rejected this idea (Abbott et al. 2011), arguing that selection can occur only at the level of the gene, an application of the adaptive markets hypothesis can reconcile this controversy and also provide an explanation for the origins of culture.

The key insight is that individual behavior that appears to be coordinated is simply the result of certain common factors in the environment—“systematic risk” in the terminology of financial economics—that impose a common threat to a particular subset of individuals. Within specific groups under systematic risk, natural selection on individuals can sometimes produce group-like behavior. In such cases, a standard application of natural selection to individuals can produce behaviors that may seem like the result of group selection but that are, in fact, merely a reflection of systematic risk in the environment (Zhang, Brennan, and Lo 2014).

For example, consider the extraordinary behavior of Specialist Ross A. McGinnis, a nineteen-year-old machine-gunner in the U.S. Army who, during the Iraq war, sacrificed himself when a fragmentation grenade was tossed into a Humvee during a routine patrol in Baghdad on December 4, 2006. McGinnis reacted immediately by yelling “grenade” to alert the others in the vehicle, and then pushed his back onto the grenade, pinning it to the Humvee’s radio mount and absorbing the impact of the explosion with his body. His actions saved the lives of his four crewmates.14

Although this was a remarkable act of bravery and sacrifice, it is not an isolated incident. Acts of bravery and sacrifice have always been part of the military tradition, as documented by the medals and other honors awarded to military heroes. Part of the explanation may be selection bias—the military may simply attract a larger proportion of altruistic individuals, people who sincerely believe that “the needs of the many outweigh the needs of the few.”

A more direct explanation, however, may be that altruistic behavior is produced by natural selection operating in the face of military conflict. Put another way, selfish behavior on the battlefield is a recipe for defeat. Military conflict is an extreme form of systematic risk, and over time and across many similar circumstances, the military has learned this lesson. However, altruistic behavior confers survival benefits for the population on the battlefield, even if it does not benefit the individual. Accordingly, military training instills these values in individuals—through bonding exercises like boot camp, stories of heroism passed down from seasoned veterans to new recruits, and medals and honors for

courageous acts—so as to increase the likelihood of success for the entire troop. Military culture is the evolutionary product of the environment of war.

Now consider an entirely different environment: Imagine a live grenade being tossed into a New York City subway car. Would we expect any of the passengers to behave in a manner similar to Specialist McGinnis in Baghdad? Context matters. And culture is shaped by context, as Milgram and Zimbardo discovered in their experiments with ordinary subjects placed in extraordinary circumstances (see Section 3).

Context matters not only on the battlefield but also in the financial industry. Cohn, Fehr, and Maréchal (2014) document the impact of context on financial culture in an experiment involving 128 human subjects recruited from a large international bank. These subjects were asked to engage in a task that measured their honesty, using a simple coin-tossing exercise in which self-reported outcomes determined whether they would receive a cash prize. Prior to this exercise, subjects were split into two groups. In one group, participants were asked seven questions pertaining to their banking jobs; in the other, participants were asked seven non-banking-related questions. By bringing the banking industry to the forefront of the subjects’ minds just prior to the exercise, the authors induced the subjects to apply the cultural standards of that industry to the task at hand. The subjects in the former group showed significantly more dishonest behavior than the subjects in the latter group, who exhibited the same level of honesty as participants from non-banking industries. The authors concluded that “the prevailing business culture in the banking industry weakens and undermines the honesty norm, implying that measures to re-establish an honest culture are very important.”

However, innate variation determines how much the individual is influenced by context. Gibson, Tanner, and Wagner (2015) show that even in cultures where there has been a crowding-out of honest behavior by situational norms, individuals with strong intrinsic preferences to honesty as a “protected” value resist the bad norm, and may potentially be able to form the nucleus of a good norm in an altered situation.

Two recent empirical studies of fraud provide additional support for the impact of context on financial culture. Dyck, Morse, and Zingales (2013) use historical data on securities class action lawsuits to estimate the incidence of fraud from 1996 to 2004 in U.S. publicly traded companies with at least $750 million in market capitalization. They document an increasing amount of fraud as the stock market rose in the first five or six years of the period, but find that the fraud eventually declined in the wake of the bursting of the Internet bubble in 2001-02 (see Chart 2). This interesting pattern suggests that the business environment may be related to changes in corporate culture that involve fraudulent activity and corporate risk-taking behavior. Deason, Rajgopal, and Waymire (2015) find a similar pattern in the number of Ponzi schemes prosecuted by the U.S. Securities and

15 Cohn, Fehr, and Maréchal (2014, p. 86).
Exchange Commission (SEC) between 1988 and 2012 (see Chart 3). The number of schemes shows an upward trend during the bull market of the late 1990s, a decrease in the aftermath of the Internet bust of 2001-2002, and another increase as the market climbed until the financial crisis in 2007-2009, after which the number of Ponzi schemes fell sharply. In fact, Deason, Rajgopol, and Waymire estimate a correlation of 47.9 percent between the quarterly return on the S&P 500 index and the number of SEC-prosecuted Ponzi schemes per quarter, which they attribute to several factors: Ponzi schemes are harder to sustain in declining markets, and SEC enforcement budgets tend to increase after bubbles burst, owing to more demand for enforcement by politicians and the public. The authors also find that Ponzi schemes are more likely when there is some affinity link between the perpetrator and the victim, such as a common religious background or shared membership in an ethnic group, or when the victim group tends to place more trust in others (senior citizens, for example)—reminding us that culture can also be exploited maliciously.

These two studies confirm what many already knew instinctively: Culture is very much a product of the environment, and as environments change, so, too, does culture. Therefore, if we wish to change culture, we must first understand the forces that shape it over time and across circumstances. This broader contextual, environmental framework—informed by psychology, evolutionary theory, and neuroscience, and quantified through empirical measurement—will play a key role in Section 11, where we consider what can be done about culture from a practical perspective.

8. Examples from the Financial Industry

Moving from the general to the specific, we now explore several recent financial debacles that demonstrate the role of corporate culture in financial failure. Let us start with a control case, the fall of Long-Term Capital Management (LTCM). In organizational theorist Charles Perrow’s terminology, LTCM’s collapse was a “normal accident” (Perrow 1999). That is, it was caused by a combination of “tight coupling” in the engineering sense—in which the execution of one process depends critically on the successful completion of another—and complex interactions within the financial system. To summarize a well-known story very briefly, LTCM’s sophisticated models were caught off-guard by the aftermath of Russia’s default on its short-term government bonds, or GKOs, on August 17, 1998, triggering a short and vicious cycle of losses and flights to liquidity and ultimately leading to LTCM’s bailout on September 23, 1998.16

On paper, LTCM’s corporate culture was excellent. The firm’s composition was elite, as LTCM was founded by John Meriwether, the former head of bond trading at Salomon Brothers, and future Nobel Prize winners Robert C. Merton and Myron Scholes. Its culture was individualistic, as the cultures of many trading groups are, but the firm derived its authority from a legal-rational basis—the superiority of its mathematics. Its corporate culture played little direct role in its failure. In fact, with much of their personal fortunes invested in the business, LTCM’s managing partners were perfectly aligned with their investors. Not a single client has sued them for inappropriate behavior. Not a single regulator has cited them for violations of any sort.

Because of this excellence, however, the general culture of Wall Street was caught off-guard by LTCM’s predicament. LTCM’s counterparties perceived the impressive firm to be a paragon of the industry’s highest values—a combination of intelligence, market savvy, and ambition that was sure to succeed—when a more accurate assessment of LTCM might have been as an experimental engineering firm, working daringly (or hubristically, as some have argued) on the cutting edge. LTCM’s creditors notoriously gave it virtually no “haircut” on loans, on the assumption that its trades were essentially risk free. In addition to these very low, or even zero, margin requirements, LTCM was able to negotiate other favorable credit enhancements with its counterparties, including two-way collateral requirements, rehypothecation rights, and high thresholds for loss.17 These were often made on the strength of the firm’s reputation rather than on a detailed examination of its methods. Daniel Napoli, Merrill Lynch’s head of risk management at the time, was quoted as saying, “We had no idea they would have trouble—these people were known for risk management. They had taught it; they designed it [emphasis in original].”18 (Napoli himself lost his position shortly after LTCM’s collapse.) And so, while LTCM’s failure may be viewed as akin to the failure of a bridge whose experimental materials were exposed to an unfamiliar stress, the behavior of LTCM’s creditors is more likely a failure of their own corporate cultures.

16 See, for example, General Accounting Office (1999, 38-45).
17 GAO (1999, 42).
18 Lowenstein (2000, 179).
Corporate cultures can be overconfident in their abilities to assess risk. This overconfidence can be seen in the fall of the large multinational insurer American International Group (AIG) in 2008. Under its original chairman, Maurice “Hank” Greenberg, AIG was run not merely hierarchically, but almost feudally, with reciprocal chains of loyalty and obligation centered on Greenberg. In fact, Greenberg had deliberately structured AIG’s compensation plan to promote lifetime loyalty to the firm. Greenberg was, in Weberian terms, a charismatic authority, overseeing each division of his large, multinational organization personally. In regular questioning sessions, Greenberg demanded to know exactly what risks each unit of AIG was taking and what measures were being used to reduce them. Many observers ascribed AIG’s continued growth to the firm’s excellent practice in insurance underwriting, closely monitored by Greenberg.

However, the “headline risk” of Greenberg’s possible role in financial irregularities caused AIG’s board of directors to replace him with Martin Sullivan in early 2005. Sullivan had risen through the ranks of AIG, originally starting as a teenage office assistant. Sullivan assumed that AIG’s vigorous culture of risk management would maintain itself without Greenberg at the helm. Meanwhile, Joseph Cassano, the head of AIG’s Financial Products (AIGFP) unit, had a working relationship with Greenberg that did not transfer to Sullivan. Cassano’s conduct grew more aggressive without Greenberg’s check on his behavior (Boyd 2011, 161).

AIGFP’s portfolio contained billions of dollars of credit default swaps (CDS) on “toxic” collateralized debt obligations. These CDS were not the only toxic items on AIG’s balance sheet, which also reflected significant problems in the company’s securities lending program, but they were the largest, and they created the most visible effects during the financially dangerous autumn of 2008. While AIGFP’s first sales of CDS on collateralized debt obligations began in 2004, during Greenberg’s tenure, they accelerated into 2005, before executives within AIGFP convinced Cassano about declining standards in the subprime mortgage market. AIGFP’s final sale of CDS took place in 2006, leaving a multibillion-dollar time bomb on AIG’s balance sheet, which the prolonged downturn in the housing market started ticking. Cassano defended his actions in an increasingly adverse environment until his ouster from AIG in early 2008 (Boyd 2011, 258-62).

It is probably too easy to ascribe AIGFP’s extended period of CDS sales to Greenberg’s departure. As noted, Cassano’s unit began selling CDS well before Greenberg’s exit. However, Robert Shiller’s insight into the Milgram experiment is pertinent here. Greenberg’s culture of risk management, which was accompanied by consistently high growth in the traditionally low-growth insurance industry, led Cassano and Sullivan to believe that AIG’s risk management procedures were consistently reliable under conditions where they were not. Paradoxically, the moral hazard of past success may have led AIG to make much riskier investments than a company with a poorer track record of risk management would have made.

Some corporate cultures actively conceal their flaws and irregularities, not only from the public or from regulators but also from others within the corporation itself because of the risk that wider knowledge of these issues might undermine the firm’s position. For example, let us look at Lehman Brothers’ use of the “Repo 105” accounting trick. Briefly, this was a repo, or repurchase agreement, valued at $1.05 for every dollar, that was designed to look like a sale. Lehman Brothers paid more than five cents on the dollar to temporarily pay down the liabilities on its balance sheet before it repurchased the asset. The firm used this accounting trick in amounts totaling $50 billion in late 2007 and 2008 to give itself a greater appearance of financial health—which, of course, was ultimately a failure.

Was this tactic legal? Because no American law firm would agree to endorse it, Lehman Brothers engaged in regulatory arbitrage and found a distinguished British law firm, Linklaters, willing to give the practice its imprimatur. Linklaters’ endorsement of Repo 105 was kept secret from the outside world (except for Lehman’s auditors, Ernst and Young, who also allowed the practice to pass) and also from Lehman’s auditors.
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board members. Lehman Brothers omitted its use of Repo 105 in its quarterly disclosures to the SEC and also neglected to tell its outside disclosure counsel.

In contrast to LTCM, the corporate culture at Lehman Brothers less resembled a cutting-edge engineering firm experiencing an unforeseen design failure than it did Zimbardo’s Stanford experiment. An internal hierarchy within Lehman’s management deliberately withheld information about the firm’s misleading accounting practices from outsiders who might have objected, as well as from those within the firm, because this internal hierarchy believed that was its proper role. When Lehman’s global financial controller reported to two consecutive chief financial officers his misgivings that Repo 105 might be a significant “reputational risk” to the company, his concerns were ignored. Lehman’s hierarchical culture defended its values against voices from its border, even though these voices occupied central positions on its organizational chart. Instead of taking measures to avoid headline risk, the firm buried its practices in secrecy.

The case of rogue trader Jérôme Kerviel illustrates another possible type of failure of corporate culture, that of neglect. Unauthorized, or rogue, trading is necessarily a form of fraud, since it deliberately evades the legal responsibilities of proper financial management. In January 2008, Kerviel, a trader in the corporate and investment banking division of the French bank Société Générale, built up a €49 billion long position on index futures before his trades were detected (Société Générale 2008, 2). For comparison purposes, Société Générale’s total capital at the time was only €26 billion. Unwinding his unauthorized position cost Société Générale €6.4 billion, an immense loss that threatened to take down the bank. Kerviel’s legal difficulties are still ongoing, but he has stated that Société Générale turned a blind eye to his activities when they were making money—and Société Générale’s own internal investigation reports that he made €1.5 billion for the bank on his unauthorized trades in 2007.

However, the internal investigation paints a very different, if equally unflattering, picture of Société Générale’s corporate culture. Kerviel’s first supervisor did not notice his early fraudulent trades or the cover-up of those trades but, in fact, allowed Kerviel to make intraday trades, a privilege well above Kerviel’s status as a junior trader. In January 2007, Kerviel’s supervisor quit, and his trading desk was left effectively unsupervised for three months. During this time, Kerviel built up a futures position of €5.5 billion, his first very large position. His new desk manager, hired in April 2007, had no prior knowledge of Kerviel’s trading activities and did not use the monitoring programs that would have detected his trades. Moreover, Kerviel’s new manager was not supported by his own supervisor in assisting or supervising Kerviel’s new activities. The Société Générale report found that a culture of inattention and managerial neglect existed up to four levels above Kerviel’s position, to the head of Société Générale’s arbitrage activities (Société Générale 2008, 3–8). Ultimately, it was the attention and perseverance of a monitor in Société Générale’s accounting and regulatory reporting division that caught Kerviel, after the monitor noticed an unhedged €1.5 billion position while calculating the Cooke ratio for Société Générale’s Basel compliance requirements (Société Générale 2008, 31–4).

This is Douglas’s individualistic culture taken to a point of absurdity. Mark Hunter and N. Craig Smith believe that the roots of Société Générale’s Corporate and Investment Banking division’s inept management culture can be found in the firm’s complex corporate history (Hunter and Smith 2011). Société Générale was a private retail bank nationalized after the Second World War and then privatized again in 1986. Throughout its postwar history, however, the bank was a proving ground for elite French graduates, similar to the way Wall Street investment banks recruit from Ivy League universities in the United States. The key difference is that the elite focused its oversight on Société Générale’s retail banking business, because of its close connection to French policymakers in the public and private sectors, rather than its proprietary trading desks. Société Générale’s corporate culture viewed the Corporate and Investment Banking division as a “cash machine,” not central to the bank’s elite outcomes. Kerviel, a graduate of provincial universities, was not expected to rise in the elite hierarchy. Therefore, little attention was paid to his activities, even when he made surprisingly large amounts of money.

9. Regulatory Culture

Regulatory culture is hardly immune to these challenges. Consider the unraveling of the mother of all Ponzi schemes: Bernard Madoff’s. The SEC formally charged Madoff with securities fraud on December 11, 2008, the day after Madoff’s sons turned him in to the Federal Bureau of Investigation. Justice was swift in this case; on March 12, 2009, Madoff pleaded guilty to all charges. However, although justice was swift, the SEC’s internal Office of Investigations discovered
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that the SEC was not. The Office of Investigations learned that the SEC had received six “red flag” complaints about Madoff’s hedge fund operations, dating as far back as 1992, and had been presented with two reputable articles in the trade and financial press from 2001 that questioned Madoff’s abnormally consistent returns. It is instructive to consider how the SEC’s culture dealt with these claims. A portfolio manager named Harry Markopolos submitted the earliest of the analytical complaints about Madoff’s performance to the SEC. Markopolos, originally with Rampart Investment Management, found he could not replicate Madoff’s returns without making impossible assumptions. Markopolos submitted his findings to the SEC several times to no avail: in 2000, through its Boston office, a complaint that was never recorded as reaching the SEC’s Northeast Regional Office (NERO); in 2001, a submission that NERO decided not to pursue after one day’s analysis; in 2005, which I will discuss in further detail below; a significant follow-up e-mail in 2007, which was “ignored,” in the words of the Office of Investigations report; and in April 2008, which failed to arrive owing to an incorrect e-mail address.

Two similar analyses were brought to the SEC’s attention, one directly and one indirectly. In May 2003, an unnamed hedge fund manager contacted the SEC’s Office of Compliance Inspections and Examinations (OCIE) with a parallel analysis. In November 2003, upper management at hedge fund Renaissance Technologies became concerned that Madoff’s returns were “highly unusual” and that “none of it seems to add up.” In April 2004, this Renaissance correspondence was flagged for attention by a compliance examiner at NERO during a routine examination.

OCIE and NERO conducted two separate, independent examinations of Madoff. Each examination was unaware of the other, until Madoff himself informed examiners of their mutual existence. (OCIE had not used the SEC’s tracking system to update the status of its examination; however, NERO had not checked the system, rendering the point moot.) OCIE passed its unresolved examination documents to NERO and made no further communication with NERO about the case. Although NERO examiners still had important questions about Madoff’s actions, NERO closed the examination before they were answered because of cultural time constraints. “There’s no hard and fast rule about field work but . . . field work cannot go on indefinitely because people have a hunch,” one NERO assistant director later testified.

Markopolos’ 2005 complaint reached NERO with the strong endorsement of the SEC’s Boston office. However, the previous fruitless examination of claims against Madoff biased the NERO examiners against Markopolos’ claim. The examiners quickly discounted Markopolos’ idea that Madoff was running a Ponzi scheme. The staff attorney involved with the examination wrote at the beginning of the investigation that there wasn’t “any real reason to suspect some kind of wrongdoing . . . all we suspect is disclosure problems [emphasis in original].” The Office of Investigations was harsh in its verdict: “As a result of this initial failure, the Enforcement staff never really conducted an adequate and thorough investigation of Markopolos’ claim that Madoff was operating a Ponzi scheme.”

The Madoff failure, summarized above in a necessarily streamlined account, was only one of many events that caused the internal culture of the SEC to fall under scrutiny. An extensive study of the SEC by the Government Accountability Office (GAO) in 2012 and 2013 found systemic problems throughout its organizational culture.

Based on analysis of views from Securities and Exchange Commission (SEC) employees and previous studies from GAO, SEC, and third parties, GAO determined that SEC’s organizational culture is not constructive and could hinder its ability to effectively fulfill its mission. Organizations with constructive cultures are more effective and employees also exhibit a stronger commitment to mission focus. In describing SEC’s culture, many current and former SEC employees cited low morale, distrust of management, and the compartmentalized, hierarchical, and risk-averse nature of the organization. According to an Office of Personnel Management (OPM) survey
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of federal employees, SEC currently ranks 19th of 22 similarly sized federal agencies based on employee satisfaction and commitment. GAO’s past work on managing for results indicates that an effective personnel management system will be critical for transforming SEC’s organizational culture.

Apparently, the SEC’s hierarchical culture was hardened into “silos,” which not only prevented the flow of information from one division to another but also hindered the flow of information between management and staff. Morale, the sense of shared purpose, was low among staff, but management believed it was much higher. Despite earlier initiatives, the SEC’s culture had grown more risk-averse over time, and a majority of both staff and senior officers explicitly agreed that this was owing to the fear of public scandal. Some staff members anonymously reported that “managers have been afraid to close cases or make decisions because senior officers want to minimize the chances that they would be criticized later.”

The GAO concluded its report with seven specific recommendations for changing the SEC’s culture. These included improvements in coordination and communication across internal departments and other agencies—presumably to prevent future cases like Madoff’s from slipping through the cracks—and changes in personnel management practices to better align job performance with compensation and promotions. The SEC agreed with all seven recommendations. By its own account, it has made significant progress in addressing each of them since then. For example:

Based on GAO’s recommendations, SEC made significant efforts to improve communication and collaboration. In an effort to optimize communications and collaboration, the SEC benchmarked and implemented a variety of best practices used both within the public and private sector, including cross-agency working groups, an agency-wide culture change initiative, and a more robust internal communication strategy. Work continues in this area to ensure that employees across the SEC are sharing critical information. The purpose of OPM’s audit was to determine SEC’s adherence to merit system principles, laws, and regulations, and to assess the efficiency and effectiveness in administering human resources programs under the Talent Management System of the Human Capital Framework. OHR is currently in the process of addressing all of the required and recommended actions identified in the OPM audit and anticipates that all recommendations will be resolved by the end of FY 2015.

These changes seem to be having an impact. The SEC’s score on the OPM’s Global Satisfaction Index—based on the same survey cited in the GAO’s earlier report—improved from 59 in 2012 to 65 in 2014. For comparison, in 2014, the agency with the highest job satisfaction rating was the National Aeronautics and Space Administration (an index value of 74), the agency with the lowest rating was the Department of Homeland Security (an index value of 48), and the government-wide index value was 59.

10. The Role of Feedback Loops

Although the SEC’s improvements may seem too little too late to those swindled by Madoff, the process by which these changes were proposed and implemented is a significant mechanism through which culture can be modified. By conducting a thorough, nonpartisan analysis of what happened, how it happened, why it happened, and what can be done to reduce the likelihood of it happening again in the future, the GAO provided important feedback that led to improvements at the SEC, including improvements in its organizational culture. And this is not the only institutional feedback mechanism now in place at the SEC. The SEC Office of the Inspector General—an independent office within the SEC that conducts periodic audits and investigations within the agency—provides ongoing feedback to the SEC’s leadership to "prevent and detect fraud, waste, and abuse and to promote integrity, economy, efficiency, and effectiveness in the Commission’s programs and operations." Meanwhile, regular employee surveys conducted by the OPM and the SEC provide objective metrics by which to measure progress and identify problems with morale and culture as they emerge. The well-known adage that “one cannot manage what one does not measure” encapsulates the critical role that metrics and feedback play in managing culture.

Perhaps the best example of the impact that negative feedback can have is the work of the National Transportation Safety Board (NTSB), an independent government agency with no regulatory authority whatsoever. The NTSB’s mandate is to investigate accidents, provide careful and conclusive
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forensic analysis, and make recommendations for avoiding such accidents in the future. When an airplane crashes, the NTSB assembles a pre-arranged team of on-call engineers and flight-safety experts who are immediately dispatched to the crash site to conduct a thorough investigation. This laborious process includes interviewing witnesses, poring over historical flight logs and maintenance records, and sifting through the wreckage to recover the flight recorder, or “black box,” and, if necessary, reassembling the aircraft piece by jigsaw piece to determine the ultimate cause of the crash. Once the team’s work is done, the NTSB publishes a report summarizing the investigation, concluding with specific recommendations for avoiding future occurrences of similar accidents. The report is entered into a searchable, publicly available database. Despite having no regulatory authority, the NTSB has had enormous impact through these reports, which have been one of the major factors underlying the stunning improvement in the safety record of modern air transportation.

One concrete example of the NTSB’s impact involves the now-standard practice of spraying airplanes with de-icing fluid just prior to takeoff when it is raining or snowing and the temperature is near freezing. This procedure was instituted in the aftermath of the crash of USAir Flight 405 on March 22, 1992. Flight 405 stalled just after becoming airborne because of accumulated ice on its wings. De-icing fluid had been applied just before the aircraft left its gate, but takeoff was delayed because of air traffic when the plane was on its way to the runway, and ice re-accumulated on the plane’s wings while it waited for a departure slot in the freezing rain. The NTSB Aircraft Accident Report AAR-93/02—published February 17, 1993, and available through several websites—summarized the NTSB’s findings:

The National Transportation Safety Board determines that the probable causes of this accident were the failure of the airline industry and the Federal Aviation Administration to provide flightcrews with procedures, requirements, and criteria compatible with departure delays in conditions conducive to airframe icing and the decision by the flightcrew to take off without positive assurance that the airplane’s wings were free of ice accumulation after 35 minutes of exposure to precipitation following de-icing. The ice contamination on the wings resulted in an aerodynamic stall and loss of control after liftoff. Contributing to the cause of the accident were the inappropriate procedures used by, and inadequate coordination between, the flightcrew that led to a takeoff rotation at a lower than prescribed air speed.

Rather than placing blame on the technology or on human error, the NTSB conducted a thorough forensic examination and concluded that a systemwide failure to apply the technology correctly—waiting too long after de-icing and not checking for ice buildup just before takeoff—caused the crash. The change in de-icing procedures following this tragedy has no doubt saved many lives, thanks to NTSB Report AAR–93/02, but this particular innovation did not come cheaply. It was paid for with the lives of the twenty-seven individuals who died in the crash of Flight 405. Imagine the waste if the NTSB had not investigated this tragedy and produced concrete recommendations to prevent it from happening again.

Financial crashes are far less deadly, generally involving no immediate loss of life. However, the recent financial crisis and its impact on people’s lives should be enough motivation to create a “Capital Markets Safety Board” (CMSB) dedicated to investigating, reporting, and archiving the “accidents” of the financial industry. The CMSB would maintain teams of experienced professionals—forensic accountants, financial engineers from industry and academia, and securities and tax attorneys—who work together on a regular basis. Over the course of many investigations of major financial disasters, a number of new insights, common threads, and key issues would emerge from CMSB analyses. The publicly available reports from the CMSB would yield invaluable insights for those seeking to protect their future investments from similar fates, and, once in the hands of investors, this information would eventually drive financial institutions to improve their “safety records.”

A case in point is the Madoff Ponzi scheme. While several reports have been written on the SEC’s failure to recognize and stop this massive fraud, the forensic analysis on how Bernard Madoff—a highly respected and successful businessman who accumulated a huge fortune long before he began conning investors—took steps to commit such a crime has yet to be written. What was the cultural

The recent financial crisis and its impact on people’s lives should be enough motivation to create a “Capital Markets Safety Board” (CMSB) dedicated to investigating, reporting, and archiving the “accidents” of the financial industry.
milieu that gave rise to Madoff? How did someone with so many genuine accomplishments come to defraud friends and family, not to mention legions of admiring and (in not a few cases) worshipful investors? Is this an isolated incident that can be forgotten now that the perpetrator is behind bars, or should it serve as a cautionary tale because we each have the capacity for similar crimes within us? And what were the factors that allowed even sophisticated institutional investors to be duped and seduced by Madoff? Greed? Exclusivity? Competitive pressures from a low-yield environment and gyrating stock markets? Madoff’s power and wealth? Unless we begin conducting forensic analyses of cultures gone wrong so we can learn what and how to change, we will be condemned to repeat the mistakes of our past. We need a CMSB.

As an aside, consider the cultural features that have led to the NTSB’s success. The NTSB’s culture of definitive expertise and teamwork has earned the public’s trust, and the agency is widely regarded as “the best in the business,” not just in the United States but throughout the world (Lebow et al. 1999, 2). If we apply the classification scheme discussed earlier in this article, the NTSB has an individualistic culture with an elite composition and a legal-rational basis for its authority, but with a twist: small teams are the cohesive, accountable unit in the organization, rather than individuals per se. This organizational structure increases the sense of shared purpose during an investigation, while allowing flexibility of assignments at other times. Unlike at other regulatory agencies, a job at the NTSB is considered the capstone of a career, rather than a stepping stone. As a result, the NTSB is that rarest of government agencies: a highly focused, effective organization with strong morale (Fielding, Lo, and Yang 2011, 29-33).

Skeptics would argue that, like fighting city hall or trying to cheat death, attempting to change a large organization’s culture is a Sisyphean task. . . . The adaptive markets hypothesis provides a framework in which we can think systematically about taking on this challenge.

11. Practical Implications for Regulators and Risk Managers

Corporate culture is clearly a relevant factor in financial failure, error, and malfeasance. As we have seen, risk priorities mirror a corporate culture’s values, since no corporation has the resources to manage risk perfectly. Société Générale put very little priority on managing its trading desks, which reflected the low value it placed on its traders. Lehman Brothers spent more time concealing the flaws in its balance sheet than it spent remediying them—the risk of disclosure was more important than the risk of bankruptcy. AIG felt so secure in its practice of risk management that it allowed billions of dollars of toxic assets to appear on its balance sheet not once, but twice, the second in its much less publicized but comparably vulnerable securities lending program. These generalizations contain grains of truth, but they offer little guidance on what to change and how to change it.

What is the best way to immunize against the Gordon Gekko effect? The psychologist Philip Zimbardo put it succinctly enough: Resist situational influences (Zimbardo 2007, 451-6). Zimbardo was lucky enough to have a dissenting opinion that he implicitly trusted before his prison experiment spiraled out of control. Since that time, Zimbardo has investigated how the surrounding culture can influence good people to do evil things, much as the character Bud Fox was seduced by Gordon Gekko’s culture in Wall Street. Zimbardo offers ten key behaviors that he believes will minimize the effectiveness of a destructive culture in spreading its values, whether corporate or otherwise. Among them are the willingness to admit mistakes, the refusal to respect unjust authority, the ability to consider the future rather than the immediate present, and the individual values of honesty, responsibility, and independence of thought. These behaviors may sound hackneyed, but they are no more hackneyed than the instructions to cover one’s mouth while coughing or to wash one’s hands regularly to prevent the spread of communicable diseases.

However, skeptics would argue that, like fighting city hall or trying to cheat death, attempting to change a large organization’s culture is a Sisyphean task. How can any single agent expect to change attitudes and behavioral patterns that can span years and tens of thousands of current and former employees? While I believe such skepticism is misplaced, the dual-process theory of moral and ethical decision making does explain one source of this skepticism: It is indeed hard to change innate behavior, by definition. But the dual-process theory also implies a
path by which culture can be changed. More practically, the adaptive markets hypothesis provides a framework in which we can think systematically about taking on this challenge.

The first step is a subtle but important semantic shift. Instead of seeking to “change culture,” which seems naive and hopelessly ambitious, suppose our objective is to engage in “behavioral risk management.”\(^{48}\) Despite the fact that we are referring to essentially the same goal, the latter phrase is more concrete, actionable, and unassailable from a corporate governance perspective. Human behavior is a factor in virtually every type of corporate malfeasance; hence, it is only prudent to take steps to manage those behaviors most likely to harm the business. Once this semantic leap has been made, it is remarkable how readily more practical implications follow. By drawing on traditional risk management protocols used at all major financial institutions, we can develop a parallel process for managing behavioral risk.

Consider, for example, the typical process used to manage the risk of a financial portfolio (Lo 1999), which can be summarized by the mnemonic SIMON (Select, Identify, Measure, Optimize, Notice). First, select the major risk factors driving portfolio returns; second, identify the objective function to be optimized, along with any constraints that must be satisfied; third, measure the statistical laws of motion governing portfolio-return dynamics; fourth, optimize the objective function subject to the return dynamics and any constraints, which yields the optimal portfolio weights and hedging positions; and finally, notice any change in the system and repeat the previous four steps, as needed. Any systematic financial risk-management protocol must have every element of SIMON represented in some fashion. For example, an emerging market debt fund might select exchange rates and interest rates as the major risk factors affecting the fund; identify the information ratio as the objective to be optimized; measure exchange rate and interest rate dynamics using statistical time series and mathematical term structure models; optimize the information ratio subject to these dynamics and a volatility or tracking-error constraint; and notice when the optimal weights for futures and forward contracts require rebalancing, and start the process all over again. SIMON says “manage your risk!”

Now consider applying SIMON to the management of behavioral risks. First, select the major behavioral risks facing the firm—for example, a lack of appreciation and respect for compliance procedures, senior management’s intolerance for opposing views, the cutting of corners with respect to operational policies and procedures to achieve growth and profitability targets, and so on. Second, identify the objective function and constraints—for example, corporate values, short- and long-run goals, and the firm’s mission statement. Third, measure the statistical “laws of motion” governing behavior—for example, the dual-process theory of moral reasoning, Haidt’s five-factor model, and the OPM’s Global Satisfaction Index. Fourth, optimize the objective function subject to constraints, which yields the optimal compensation structures and hedging instruments—that is to say, compliance procedures, reporting requirements, and supervisory relationship—for aligning the culture with the objectives. Finally, and most importantly, notice any changes in the system to ensure that the behavioral risk management protocol is achieving the desired result, and repeat the previous four steps as often as needed.

The weakest link in this analogical chain is the third: measuring behavioral laws of motion. Our quantitative understanding of human behavior is still in its infancy, and without reasonably accurate predictive analytics, behavioral risk management is more aspirational than operational. In the case of financial risk management, the laws of motion of asset returns are readily available from a multitude of risk management software platforms and real-time data vendors in the form of linear factor models, credit scores, and value-at-risk and loss-probability models. Nothing comparable exists to support behavioral risk managers. Psychological profiles, social network maps, and job satisfaction surveys such as those conducted by the OPM are currently relegated to human resources departments, not risk committees or corporate boards.

However, the starting point for any scientific endeavor is measurement. Psychological profiles, social networks, and human resources data can serve as the basis for constructing behavioral risk models, perhaps along the lines implied by the work of social psychologists such as Haidt (2007), and empirically based models of the systematic and idiosyncratic factors underlying fraud, malfeasance, and excessive risk-taking behavior, as described in Dyck, Morse, and Zingales (2013) and Deason, Rajgopal, and Waymire (2015). But even before attempting to construct such models, we can
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learn a great deal by simply documenting the reward structure for individuals within an organization so as to develop an integrated view of the corporate ecosystem. For example, if a financial institution's chief risk officer (CRO) is compensated through bonuses tied only to the firm's profitability and not to its stability, it should be obvious that risk may not be the CRO's primary focus.

From a quantitative perspective, the ultimate achievement would be an empirically based methodology for predicting individual and group behavior to some degree as a function of observable systematic and idiosyncratic factors. For example, imagine being able to quantify the risk appetite of financial executive $i$ by the linear factor model

$$Risk \text{ } \text{Appetite}_i = \alpha_i + \beta_{4i}(\text{Reward}) + \beta_{4i}(\text{Potential \ Loss}) + \beta_{5i}(\text{Career \ Risk}) + \beta_{5i}(\text{Competitive \ Pressure}) + \beta_{6i}(\text{Peer \ Pressure}) + \beta_{6i}(\text{Self-Image}) + \beta_{6i}(\text{Regulatory \ Environment}) + \varepsilon_i,$$

where the coefficients measure how important each factor is to the executive's risk appetite and the factors vary across time, circumstances, and institutions. If we could estimate such a behavioral risk model for each executive, then we would be able to define “culture” quantitatively as a preponderance of individuals with numerically similar factor loadings. A culture of excessive risk taking and blatant disregard for rules and regulations might consist of an entire division of individuals who share very high loadings for the “Reward” and “Competitive Pressure” factors and very low loadings for the “Potential Loss” and “Regulatory Environment” factors. If such a risk model could be empirically estimated, we would begin to understand the Gordon Gekko effect at a more granular level and to develop ways to address it. Moreover, since this framework implicitly acknowledges that the factors driving behavior are time-varying and context-dependent, as competitive pressures increase owing to low yields and increased competition, regulators can expect behavior to change and should adapt accordingly.

Such a framework may seem more like science fiction than science at this point, but its development has already begun. In 2009, in the aftermath of the financial crisis, De Nederlandsche Bank (DNB), the Dutch central bank, proposed a new approach to supervising banks. In a memorandum titled “The Seven Elements of Ethical Culture” (De Nederlandsche Bank 2009), the bank said:

This document presents DNB’s strategy on the issue of behaviour and culture. It describes the background and reasons why it is important to include ethical

behaviour and culture in supervision, sets out the legal framework for doing so, and explains what the current situation is, both within institutions and in the exercise of supervision by DNB. In presenting these elements for an ethical culture and sound conduct, this document describes the supervisory model that DNB wishes to follow in determining its supervisory efforts and, in a general sense, the plan of action for 2010-2014.

To support this effort, DNB has created the Expert Centre on Culture, Organisation, and Integrity, hired organizational psychologists and change experts, and launched several internal research projects to develop new supervisory methods specific to corporate culture.49

More recently, researchers at the Federal Reserve Bank of New York undertook an important empirical first step in creating a behavioral risk model: They conducted and published a survey about the New York Fed’s supervisory activities for large financial institutions, describing how these activities are staffed, organized, and implemented by the New York Fed on a day-to-day basis (Eisenbach et al. 2015). This survey provides an unprecedented level of transparency into bank supervision for the many stakeholders not privy to these policies and procedures. As observed by the authors of the survey, “Understanding how prudential supervision works is a critical precursor to determining how to measure its impact and effectiveness.”

Once the specific behaviors, objectives, and value systems in the corporate culture are identified and quantified, the alignment of corporate values . . . with behavior can be facilitated in a number of ways. Economic incentives are the most direct approach, and the one favored by economists and the private sector.

Pan, Siegel, and Wang (2015) provide another example of a new breed of empirical analysis of culture by economists. They define and measure corporate risk culture by determining the risk preferences among corporate founders, executives, and board members at more than

49 See Nuijts and de Haan (2013) for further details of DNB’s current efforts on supervising bank culture.
6,000 U.S. public firms from 1996 to 2012, using surnames to infer cultural heritage and then linking this heritage to the risk attitude of the country of origin. Although surely imperfect and subject to the obvious critique of overly broad generalizing and cultural stereotyping, this intriguing method of inferring risk culture is worthy of study and, with time and collective effort, can be refined as a better understanding of its strengths and weaknesses is developed. As Knight (1940, 16) instructed, “. . . and when you can't measure, measure anyhow”

Once the specific behaviors, objectives, and value systems in the corporate culture are identified and quantified, the alignment of corporate values and mission with behavior can be facilitated in a number of ways. Economic incentives are the most direct approach, and the one favored by economists and the private sector (see Section 6). However, other tools are available to the behavioral risk manager, including changes in corporate governance, the use of social networks and peer review, and public recognition or embarrassment.

If, for example, an organization is concerned about insufficient controls owing to a culture that equates risk taking with power and prestige, consider the following three measures:

First, the organization can appoint a CRO who (1) reports directly to the company's board of directors, (2) can only be removed by a vote of the board, and (3) has the authority and the responsibility to temporarily relieve the CEO of his or her responsibilities if the CRO determines that the firm's risk levels are unacceptably high and the CEO has not responded to the CRO's request to reduce risk. A second, more radical measure to change the risk-taking culture of an organization is to make all employees who are compensated above some threshold, let's say one million dollars, jointly and severally liable for all lawsuits against the firm. Such a measure would greatly increase the scrutiny that these well-paid individuals place on their firm's activities, reducing the chances of misbehavior. A third, even more extreme, measure is Kane's (2015) proposal to hold individual executives criminally liable for not fulfilling a fiduciary duty to the public, which would no doubt change the corporate culture of important financial institutions.

Of course, such measures would also greatly decrease the amount of risk that the firm is willing to take, which may not sit well with shareholders. Balancing the trade-offs between various incentives and governance mechanisms will ultimately determine the kind of culture that emerges and whether this culture is consistent with the corporation's core values and mission.

A similar behavioral risk model can, of course, be estimated for regulators. The recent reforms at the SEC provide an opportunity to consider how quantitative metrics, such as those produced by the OPM survey, can be combined with empirical patterns of corporate fraud and malfeasance to produce more adaptive regulation. For example, rising markets should be accompanied by increasing surveillance for potential Ponzi schemes among the most vulnerable affinity groups, and regulatory examinations should target those institutions with cultures most likely—as defined by their behavioral risk models—to violate key regulations.

In addition, the potential exists for regulators to pick up elements of culture from the corporations they regulate that can render them less effective, much like public health workers becoming infected with the disease they are fighting. In some cases, this leads to full-fledged regulatory capture, while in others, it merely leads to an inaccurate bill of good health. It is essential to the goal of regulatory efficacy that regulators remain immune to the values of other corporate cultures while maintaining a sufficiently deep working knowledge of them. This is easier said than done, but measurement of regulatory culture may be a starting point for identifying potential problems before they turn into more serious lapses.

These hypothetical examples show that culture can be a choice, not a fixed constraint. The emerging discipline of behavioral risk management can be the means by which a corporation's culture is measured and managed. And, thanks to advances in the behavioral and social sciences, big data, and human resources management, for the first time in regulatory history, we have the intellectual means to construct behavioral risk models. We just need the will to do so. To paraphrase Reinhold Niebuhr's well-known serenity prayer, the behavioral risk manager must seek the serenity to accept those parts of culture that cannot be changed, the courage and the means to change those parts of culture that can and should be changed, and the behavioral risk models and forensic studies required to distinguish one from the other.
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Risk Management, Governance, Culture, and Risk Taking in Banks

1. Introduction

The Oxford Dictionary defines risk as a situation that involves exposure to danger. It also states that the word comes from the Italian word risco, which means danger. I call risks that are only danger bad risks. Banks—and any firm for that matter—also have opportunities to take risks that have an ex ante reward on a standalone basis. I call such risks good risks.¹

One might be tempted to conclude that good risk management reduces the exposure to danger. However, such a view of risk management ignores the fact that banks cannot succeed without taking risks that are ex ante profitable. Consequently, taking actions that reduce risk can be costly for shareholders when lower risk means avoiding valuable investments and activities that have higher risk. Therefore, from the perspective of shareholders, better risk management cannot mean risk management that is more effective at reducing risk in general because reducing risk in general would mean not taking valuable projects. If good risk management does not mean low risk, then what does it mean? How is it implemented? What are its limitations? What can be done to make it more effective? In this article, I provide a framework to understand the role, the organization, and the limitations of risk management in banks when it is designed from the perspective of increasing the value of the bank for shareholders.

In corporate finance, the well-known Modigliani-Miller theorem of leverage irrelevance implies that the value of a firm does not depend on its leverage. For the theorem to hold, markets have to be frictionless, so there cannot be transaction costs of any kind. As has been stressed by modern banking research, there is no reason for banks to exist if the conditions of the Modigliani-Miller theorem hold. With the Modigliani-Miller theorem, a bank has the same value whether it is mostly financed by debt or mostly financed by equity. Hence, the value of a bank is the same irrespective of its risk of default or distress. It follows that if the conditions for the Modigliani-Miller theorem apply, a bank has no reason to manage its risk of default or its risk of financial distress (see, for example, Stulz [2003]).

When the Modigliani-Miller theorem does not apply, the most compelling argument for managing risk is that adverse outcomes can lead to financial distress and financial distress is costly (Smith and Stulz 1985). When a firm is distressed, it loses its ability to implement its strategy effectively and finds it more difficult and expensive to conduct its business. As a result, the value of a firm’s equity is reduced by the present value of future costs of financial distress. When a

¹ For a related useful taxonomy, see Kaplan and Mikes (2012). The authors distinguish between preventable, strategic, and external risks and show that the role of risk management differs across these types of risk.
A firm manages risk so that it reduces the present value of these future costs of distress by more than the cost of reducing risk, firm value increases. Banks differ from firms in general because they create value for shareholders through their liabilities as part of their business model. Banks produce liquid claims and the value of a bank depends on its success at producing such claims. For instance, the value of a bank depends on its deposit franchise. A bank’s ability to issue claims that are valued because of their liquidity depends on its risk, so that risk management is intrinsic to the business model of banks in a way that it is not for nonfinancial firms (DeAngelo and Stulz 2015).

Since an increase in risk can enable a bank to invest in assets and projects that are valuable but can also lead to a loss in value because of an adverse impact on the bank’s risk of financial distress and its ability to create value through liabilities, there is an optimal amount of risk for a bank from the perspective of its shareholders. A well-governed bank will have processes in place to identify this optimal amount of risk and make sure that its actual risk does not differ too much from this optimal amount. Theoretically, the bank’s problem is simple: it should take any project that increases its value, taking into account the costs associated with the impact of the project on the bank’s total risk. But in practice, the bank’s problem is difficult because risk-taking decisions are made all the time throughout the bank and each decision affects the bank’s probability of financial distress to some degree. As a result, risk-taking decisions cannot be evaluated in isolation but must be assessed in terms of their impact on the overall risk of the bank.

In principle, if there is an optimal level of risk for a bank, the cost of taking on a new risk that increases the bank’s total risk should be traded off against the potential gain from taking the risk. However, ignoring hedges, it would never make sense for a bank to take a risk that destroys value as a standalone risk. We call such risks bad risks. They correspond only to danger. An example is a trader who writes underpriced deep-out-of-the-money puts because he believes that, if the puts are exercised, he will not receive a bonus anyway, while if they are not exercised, his bonus will be higher. Such a purchase is a negative net present value project for shareholders as a standalone project since the firm sells an asset for less than it is worth. Writing an overpriced put would be a positive net present value project on a standalone basis. Hence, such a risk would be a good risk. However, writing this option creates risk for the bank that may or may not be worth it given its total risk and the costs associated with its total risk. With our examples, both the bad risk and the good risk increase the bank’s total risk. While it is clear that taking the bad risk makes no sense for the bank, we cannot determine whether it makes sense for it to take the good risk by considering the good risk on a standalone basis. This is because taking the good risk increases the total risk of the bank.

At a point in time, how the risk of a project contributes to the total risk of the bank depends on the other risks the bank is exposed to at that time. Consequently, when risk taking is decentralized, the trade-off between how a project’s risk contributes to the bank’s risk and its expected return cannot be made in real time for most risk-taking actions because the project’s contribution to the bank’s value and its risk depends on the bank’s total risk at that time. Instead, a shortcut is typically used, which is to focus on risk separately (ignoring return) and manage the overall amount of risk of the bank by imposing limits on the risk that can be taken by units of the bank and/or by charging units for the risks they are taking. The risk management function in a bank measures and monitors risk taking by a bank’s units to ensure that their risk remains within prescribed limits and that the bank has the right amount of risk. A bank’s risk management function is generally called a bank’s risk management, and I follow that language. Unfortunately, focusing separately on risk has the potential to destroy value if not done well when it leads the bank to reject projects that are valuable for the institution despite their risk.

There are two fundamentally different ways that a bank’s risk management can destroy value. First, risk management can fail to ensure that the bank has the right amount of risk. This failure can come about for a number of reasons. In particular, risk management can fail to uncover bad risks that should be eliminated, it can mismeasure good risks, and it can fail in its task to measure the firm’s total risk. Second, risk management can be inappropriately inflexible, so that increases in risk are prevented even when they would be valuable to the institution. When risk management becomes too inflexible, it destroys value because the institution no longer has the ability to invest in valuable opportunities when they become available, and it also becomes less effective in making sure that the firm has the right amount of risk. The reason is straightforward: as risk managers become policemen, they are viewed within the institution as an obstacle rather than as partners in creating value. Striking the right balance between helping the firm take risks efficiently and ensuring that employees within the firm do not take risks that destroy value is a critical challenge for risk management in any bank.

In this article, I first discuss the determinants of a firm’s optimal risk level in general, and then I turn to banks. In Section 3, I examine the role of governance and risk management in helping a bank achieve its optimal risk level. I offer an analysis of the determinants of the organization of risk management in Section 4. I assess the tools used by risk
management to ensure that the bank does not take on an excessive amount of risk in Section 5. In Section 6, I show that the limitations of the tools used by risk management create an important role for incentives and for a firm’s culture. Section 7 presents my conclusions.

2. Determining the Risk Appetite

In a market economy, there are compelling reasons for corporations to be run to maximize shareholder wealth. These reasons apply to banks as well. However, no corporation maximizes shareholder wealth in a vacuum. In particular, corporations are constrained in their actions by laws and regulations. Laws and regulations play a special role with banks because bank failures and weaknesses can have damaging effects on the financial system and the economy. If a bank is managed to maximize shareholder wealth, it will choose a level of risk consistent with that objective. A bank with too much risk could not conduct its business even if regulators allowed it to do so. Such a bank would find it hard to fund itself. While deposit insurance guarantees depositors against losses, it does not guarantee that they have continuous access to their deposits. Further, many short-term liabilities of banks are not insured. To the extent that safe and liquid deposits are a source of value for banks, too much risk will limit a bank’s ability to supply safe and liquid deposits and hence will adversely affect the value of the bank.

Some borrowers may have no reason to care if the bank they borrow from is too risky, but others will care. Borrowers who rely on their relationship with the bank could see that relationship jeopardized or lost if the bank becomes distressed or fails. They might therefore seek to borrow elsewhere rather than deal with a risky bank. If the bank is in the derivatives business, counterparties will be leery of dealing with it if it is too risky. The bank might also find it difficult or expensive to hire employees because potential employees will be reluctant to make bank-specific human-capital investments in a bank that is too fragile.

These and other reasons can explain why a bank that is too risky is worth less. At the same time, however, a bank that has no risk whatsoever might not be worth much either. Of course, if a bank could find valuable projects whose value it could capture without having to bear the risks, perhaps because it could perfectly hedge all those risks, that bank would have considerable value already and might not be able to increase its value by taking risks. In practice, however, banks cannot eliminate all risks through hedging and diversification. Hence, they have to take some risks to create wealth for their shareholders.

There are many ways to define risk. Shareholders who hold diversified portfolios have no reason to care about the volatility of the return of a stock in their portfolio on a standalone basis. They only care about the volatility of their portfolios. If a stock’s volatility increases so that shareholders’ portfolios become more volatile, shareholders can change their asset allocations. Hence, the risk that shareholders care about when they consider a bank is risk that makes the bank worth less than it would otherwise be worth. For risk to affect shareholder wealth, it has to affect future cash flows or the rate at which these cash flows are discounted. The possibility of unexpectedly low cash flows in the future that would make the bank distressed will reduce the value of the bank now because the market will adjust its value for the possibility that the bank will incur distress costs. These costs arise because the bank is no longer able to execute its strategy. Hence, the loss to shareholders is the loss that arises when the bank cannot implement its strategy. Viewed from this perspective, the risk that has to be managed to maximize shareholder wealth is the risk of financial distress.

For now, I will assume that the risk of financial distress is appropriately captured by the bank’s credit rating. Given the previous discussion, the optimal rating of a bank is generally not the highest rating, AAA, but some other rating. This is because, typically, achieving a AAA rating requires the bank to give up too many valuable risky projects. Suppose that a specific bank’s value is at its highest when the bank is given an A rating. An A rating essentially corresponds to a very low probability of default. From 1981 to 2011, the annual average default rate for A-rated credits was 0.08 percent, according to Standard and Poor’s. Hence, by targeting a specific probability

---

2 See, for instance, Poloncheck, Slovin, and Sushka (1993) for evidence that corporate borrowers are affected adversely when their relationship bank becomes distressed.

of default, the bank achieves its desired level of risk. For that institution, a higher rating than A will necessarily limit its activities so that it would have to give up projects. A lower rating than A might make it impossible for the bank to keep engaging in value-creating activities. This might be the case, for instance, if potential counterparties are not willing to transact with it if it has such a rating.

A bank with more of a deposit franchise and with more relationship lending is likely to prefer a higher rating than an institution that is engaged in more transactional activities. Similarly, a bank that enters into long-term derivatives contracts might find a higher rating more valuable than one that does not. Consequently, the rating that maximizes bank value differs across banks. The exhibit above shows the relationship between ratings and bank value for two different banks, Bank Safe and Bank Risky. In both cases, the relationship is concave, so that there is a maximum value. However, in the case of Bank Safe, firm value falls steeply if the bank is riskier than its target rating and increases only moderately as it increases its risk toward the target rating. For Bank Risky, the relationship between bank value and rating is substantially different. Its target rating is BBB and its value rises significantly as it increases its risk toward its target and falls sharply if it exceeds it. For both banks, having too much risk is extremely costly in terms of their value. However, for one bank, having too little risk has little cost, while for the other it has a large cost.

The relationship between bank value and risk presented for Bank Safe and Bank Risky in Exhibit 1 is sharply different from the relationship that would prevail if the Modigliani-Miller leverage irrelevance theorem applied to banks. In the Modigliani-Miller case, bank value would be the same irrespective of the bank’s risk of default or of financial distress. In other words, the bank could achieve exactly the same value if its rating were AAA or CCC. The reason for this is straightforward. If the Modigliani-Miller theorem applies, the firm can always alter its leverage at zero cost and hence achieve a specific rating through changes in leverage—for instance, by issuing equity and investing the proceeds in fairly priced risk-free securities. Since changing leverage has no impact on value when the Modigliani-Miller theorem applies, it follows that there is no relationship between bank value and risk of default in that world.

If the Modigliani-Miller theorem applies, decision making in a bank can be decentralized as long as new projects do not have an adverse impact on existing projects. If new projects do not affect the value of existing projects, it is optimal for the bank to take all projects that create value on a standalone basis. However, if there is an optimal level of risk for the bank as a whole, a new project necessarily has an impact on other projects because it changes the bank’s aggregate level of risk and hence changes its own value through its impact on the risk of the bank. Consequently, fully decentralized decision making cannot be optimal when the Modigliani-Miller theorem does not apply and there is an optimal level of risk for a bank.

With the approach presented so far, bank value is highest if the bank achieves a specific target rating that depends on characteristics of the bank, such as its strategy and business model. But in practice, not all banks are rated. I have focused on a rating as a measure of risk because it is intuitive. However, a rating corresponds to a probability of default, and a bank that does not have a rating can still figure out the probability of default that is optimal. Obviously, banks might choose to tailor their risk in a more complex way. They might want to specify how they are affected by specific shocks. For instance, a bank might choose to set a level of risk such that it can survive a major recession with only a one-notch downgrade. An obvious difficulty with multiple constraints on a bank’s risk is that these constraints might be inconsistent and their impact on bank value might be hard to assess. At the same time, however, multiple constraints can be advantageous in that they could make it more likely that a bank will be well positioned following adverse shocks.

A bank’s risk appetite is the result of an assessment of how taking on more risk affects the opportunities that the bank can capitalize on. This assessment can change as the bank’s opportunities change. Consequently, a bank’s risk appetite cannot be inflexible. At the same time, however, the risk appetite is not determined in such a precise way that a small shift in opportunities will affect it.
Banks differ from other firms because their failure can have systemic effects. If a producer of widgets fails, as long as there are other producers of widgets, the impact on society will be extremely limited and will be immaterial for most. The same is not true if a large bank or a group of smaller banks fails. While it is important for society to limit the systemic risk that a bank creates, there is no a priori reason that a bank that has less systemic risk is worth more for its shareholders. It follows that a bank that maximizes its value for its shareholders may have an amount of systemic risk that is excessive from the perspective of society.

Because of the role of banks and the consequences of bank failures, regulators impose restrictions on banks’ ability to take risks on the asset side and they require banks to satisfy minimum capital requirements. As a result, each bank’s systemic risk is reduced. These restrictions and requirements also mean that a bank chooses its level of risk subject to constraints. However, these constraints do not change the bottom line, which is that there is an optimal level of risk for a bank and this optimal level of risk differs across banks depending on the nature of their business. Because the optimal level of risk differs across banks, the costs to shareholders of constraints imposed by regulators are not equal across banks. For instance, Boyson, Fahlenbrach, and Stulz (2014) show that banks with high franchise value have incentives to choose low-risk strategies, so that for such banks, capital requirements are unlikely to be constraining.

3. Governance and Risk Taking

In Section 2, I presented a risk appetite framework from the perspective of the bank’s shareholders. Good governance means that shareholders get the maximum benefit from their ownership of the firm (Shleifer and Vishny 1998). With banks, regulation is a constraint that shareholders have to meet. Given the constraint, shareholders still want to maximize their wealth, and hence a well-governed bank should have mechanisms in place so that the level of risk chosen by management maximizes shareholder wealth subject to the constraints imposed by regulation. In this section, I address key trade-offs that must be made when designing a firm’s risk governance. This section is not meant to address general governance issues in banking, since excellent reviews of those issues already exist (Mehran, Morrison, and Shapiro 2011; Mehran and Mollineaux 2012; de Haan and Vlahu 2013) and the topic goes beyond the risk issues I am focused on.

In the framework of Section 2, there is, for each bank, a level of risk such that the value of the bank is maximized for shareholders. This level of risk is not zero. Good governance should ensure that the firm chooses this level of risk. This means making sure that the firm has processes in place that enable it to measure its risk, understand how firm value is related to risk, and maintain the right level of risk.

An obvious concern for shareholders is that management might do a poor job managing the firm’s risk or might have incentives to take risks that are not in the interest of shareholders. To alleviate this concern, the board has to ensure that the firm has the capability to measure and manage risk so that it has the right level of risk given its risk appetite, and has to ensure that it uses this capability effectively so that it actually takes the right level of risk. This means that the bank should have a risk management organization in place capable of making sure that it has the right level of risk. I discuss risk management organizational issues in the next section.

An important governance issue is that the bank’s board of directors has to have enough expertise to assess management’s efforts in measuring and managing risks. Understanding whether a firm takes the right risks is a rather complex and technical task. Even if the board has the proper expertise, it may be difficult for it to develop such an understanding. While boards require an external assessment of a firm’s accounting, they do not typically require such an assessment of what is effectively a firm’s risk accounting (though auditors may comment on various aspects of risk management). It would seem that risk audits might be valuable tools in helping the board reach the proper level of comfort that management is handling a bank’s risk properly.

An important implication of this view of risk governance is that good risk governance does not mean less risk. In fact, it could well be that management, left to itself, would choose for the bank to have too little risk rather than what is best for shareholders. Good governance means that the bank has the right amount of risk for its shareholders. This amount of risk may not be the amount that is appropriate from the perspective of society as a whole because shareholders may not have the proper incentives to take into account the externalities...
Because the optimal amount of risk from the perspective of shareholders need not be the optimal amount for society, it would be wrong to believe that somehow better governance makes banks safer. It can make them more valuable but also riskier.

stability of the financial system. A bank maximizing shareholder wealth will take into account the potential impact of its actions on the financial system only to the extent that they affect its value. This means that the bank is likely to take too much risk from the perspective of society because it will ignore the impact of that risk on society beyond what is reflected in its value. For instance, the fact that a failure of the bank could lead counterparties of its counterparties to fail will be a cost that has little impact on the value of the bank but may have considerable impact on the safety of the financial system. Hence, to make sure that banks take proper account of the impact of their actions on the financial system, constraints have to be put on the actions they can take and/or taxes have to be imposed on actions that are costly to the financial system.

Existing empirical research does not seem to support the proposition that better governance in banks leads to less risk. The credit crisis provides a natural experiment for testing this proposition. If it were correct, we would expect better-governed banks to be less affected by the crisis since they would have been less exposed to risks that manifested themselves during the crisis, assuming these risks were properly measured beforehand. Alternatively, it could be that the risks were not or could not be properly assessed in advance. In any case, there is no evidence suggesting that better-governed banks performed better during the crisis.

Specifically, research examines four dimensions of governance. First, evidence shows that banks with boards that were more shareholder friendly performed worse than other banks, not better (Beltratti and Stulz 2012; Erkens, Hung, and Matos 2012). Anginer et al. (2013, 2014) provide a more general exploration of the relationship between governance, performance, and capitalization using an international data set. They find that banks with better governance have less capital, and, strikingly, that better governance is associated with more insolvency risk for banks and that the effect is larger in countries with better fiscal health. The authors attribute this stronger effect to the fact that there is more value for banks in exploiting the financial safety net. Laeven and Levine (2009), using a cross-country data set, show that when ownership is more concentrated, so that shareholders have more power, banks take more risk.

Second, the governance literature emphasizes that more stock ownership by top management leads to better alignment of incentives between management and shareholders. However, existing evidence shows that banks whose management had more of a stake performed worse during the crisis, not better (Fahlenbrach and Stulz 2011).

Third, there is a considerable literature that focuses on CEOs’ ability to entrench themselves so that they can pursue their own objectives rather than maximize shareholder wealth. Such entrenched CEOs are likely to take less risk than shareholders would like them to because they could lose their jobs if their banks experience distress. Ferreira et al. (2013) show that managers of banks that were more entrenched were less likely to be bailed out during the crisis. Relatedly, Chen, Hong, and Scheinkman (2010) show that institutional investors had a preference for banks that were taking more risk before the crisis.

Finally, there is no evidence that banks whose boards had more financial expertise performed better (Minton, Taillard, and Williamson 2014). All this evidence, at the very least, implies that better governance did not lead banks to perform better during the crisis. Of course, the implication is not that better governance is bad for shareholders; rather, the correct implication is that better governance does not mean less risk. Better governance meant taking risks that would have been rewarding for shareholders had there not been a crisis. Because a crisis like the one that transpired, if it was contemplated at all, was viewed as an exceedingly low-probability event, the evidence supports the view that shareholders saw the taking of these risks as worthwhile for them ex ante.
4. The Organization of Risk Management

In this section, I discuss the trade-offs that affect how risk management should be organized in a bank. Consider a bank where employees throughout the organization can take risks. Suppose that the top management could know exactly what the bank's risk is at each point in time, and suppose further that it could instantly hedge risk at zero cost. In this case, risk management would be straightforward. Having determined its risk appetite, the bank could control its risk through hedging by top management. As long as risk takers in the bank only take projects that create value regardless of their risk, top management would have no reason to monitor the risk in the sense of assessing risk decisions made by employees. All the bank would have to do is measure the risk taken within the bank and control it through hedging.

Real-world banks cannot control risk this way for at least three important reasons:

1. Limitations in risk-measurement technology: While real-time risk measures exist for a number of activities within banks, such measures do not exist for banks as a whole. Further, risk measurement is imperfect and can be quite imprecise. Finally, risk measurement can be affected by behavioral biases. For instance, over-optimism and groupthink can lead to important issues being ignored or underappreciated (Greenbaum 2014).

2. Limitations on hedging: Even if a bank had a highly precise measure of its overall risk, it does not follow that it could safely manage its overall risk through hedging by top management. Some risks cannot be hedged and hedges may not work out as planned.

3. Limitations regarding risk-taker incentives: Risk takers do not take only those risks that increase the value of the bank. Some risk takers turn out to be rogue traders. More importantly, however, risk takers often are rewarded in ways that give them incentives to take risks that are not as valuable to the bank as they are to the risk takers. It is even possible that risk takers can gain from taking risks that destroy value for the bank. This problem is made worse by the limitations in risk measurement tools.

These three limitations mean that risk has to be monitored and managed throughout the organization. To help with this task, large banks have risk management organizations that employ risk managers and are headed by a chief risk officer (CRO). Despite their title, risk managers, for the most part, do not manage risk. They primarily measure it, monitor it, and help those who do manage risk. To see this more concretely, consider the interactions between the head of a trading desk at a bank and the bank’s risk managers. The head of the trading desk manages the risk taken by the desk, taking into account the opportunities that are available and their risk. He does so within constraints set by senior management and possibly the board. Risk management will help in setting these constraints and may have a more direct role because of delegation from senior management and possibly the board. Risk management will monitor the risk of the desk and make sure that risk stays within the limits that have been set by the bank. Similarly, at the firm level, risk management also has a monitoring and advising role, but the top risk manager in a company is the CEO, not the CRO.

Section 2 presented a framework for understanding the type of risk management an organization should select to maximize shareholder wealth. If the relationship between bank value and risk is close to flat, risk management cannot create much value by making sure that the bank’s aggregate risk is at its optimal level. In contrast, if too much risk results in a sharp drop in bank value, risk management that keeps the bank from taking on too much risk creates significant value in that the bank would be worth much less if the market lacked confidence in its ability to manage risk. It therefore follows that the extent of a bank’s investment in risk management depends on how its value is related to its risk. The size of the investment in risk management is an investment decision like any other for a bank. Therefore, it has to compare costs and benefits. Excessive investment in risk management can destroy value just as much as insufficient investment in risk management can.

The risk-taking framework also helps in assessing how independent the risk management function should be. One often-held view is that risk management is the equivalent of the audit function, but for risk. From this perspective, since the audit function in a firm is independent, the risk manage

Despite their title, risk managers, for the most part, do not manage risk. They primarily measure it, monitor it, and help those who do manage risk.

ment function should be independent as well. Unfortunately, this view is problematic on two grounds. First, auditors who follow the rules cannot be an obstacle to the profitability of the firm. Their job is to make sure the profits are real. They only have a verification function. They cannot tell the firm not to take on a project. The same is not true for risk managers. Risk managers have more than just a verification function; they are involved when employees contemplate an action, to help assess the risks of the action and when it will lead to limits.
being breached. Risk managers can prevent employees from taking actions that could increase firm value, and they can help employees increase firm value by devising strategies that are less risky but not less profitable. Hence, it is important for risk managers to be able to help and support risk takers when appropriate. Second, if risk managers are viewed as the risk police, they face obstacles in gathering information and understanding strategies. They are likely to be kept out of the information flow that is critical in assessing risk and they may not learn about model weaknesses and new risks until it is too late.

The right degree of independence for risk managers cannot be achieved by formal rules alone. The reporting line of a risk manager may be completely separate from the business line whose risk he is monitoring, yet the risk manager might have the ambition to move into that business line. In that case, formal independence may not lead to the desired independence (Landier, Sraer, and Thesmar 2009). A risk manager might be partly evaluated by the business line he monitors, but this incomplete independence can have very different implications depending on the culture of the institution. In an institution where business lines have a weak commitment to managing risk effectively, this incomplete independence can be a way for business lines to retaliate against the risk manager if he is uncooperative, and it can lead to a situation where the business line can take risks that it should not. In an institution with a strong commitment to managing risk effectively, such incomplete independence can help in setting incentives so that risk management collaborates with business units to enable them to achieve their goals within existing risk limits.

A small but growing literature attempts to relate characteristics of a firm’s risk governance or risk organization to risk outcomes and firm performance. This literature faces three important challenges. First, limited data are available on how the risk function is organized in firms. Second, the risk framework I have discussed implies that characteristics of the risk function are partly determined by the risk appetite of the firm. Hence, a characteristic of the risk function might be associated with low risk not because having this characteristic reduces risk but because it is optimal for the firm to have low risk when it displays such a characteristic. For instance, given a risk target, better risk management means that the firm will be less likely to miss the target materially. If missing the target is more costly for firms with a low target, better risk management will spuriously appear to be associated with low risk. Third, at the firm level, poor ex post performance can be consistent with very good risk management.

Risk management targets the level of risk. However, as long as a bank takes risks, there is some chance, albeit small, that an undesirable outcome could take place. Hence, the occurrence of an undesirable outcome is not evidence of excessive risk taking or bad management. It could simply be the realization of an extremely low-probability event that was fully contemplated by the bank when it chose its strategy.

The literature on risk governance has focused on two distinct characteristics of risk governance. First, it has examined attributes of the board and its functioning. In particular, the literature studies whether the board has a risk committee, how often that risk committee meets, and whether the risk committee has members who have expertise on financial or risk issues. Lingel and Sheedy (2012) construct a measure of the quality of board oversight of risk whose value depends on the fraction of experienced directors on the board’s risk committee and how frequently the committee meets. The authors consider two measures of risk, both stock-based: stock return volatility and the worst weekly return. Using a sample of the sixty largest publicly listed banks from 2004 to 2010, the authors show that better board oversight of risk in a given year using these measures is associated with lower risk the following year. Second, the literature looks at the status of the CRO. Lingel and Sheedy (2012) investigate the role of CRO status and find that having a high-status CRO (one who is a member of the senior executive team and is among the top five most highly paid executives) leads to less risk. The authors find that banks with CROs of higher status have less risk. The authors find no evidence that banks with better risk management according to their proxies performed better during the crisis.

Other studies explore the relationship between risk and similar variables. One variable that other studies have used is CRO centrality, which is the ratio of the compensation of the CRO to the compensation of the CEO. Authors find that CRO centrality is associated with lower implied volatility ahead of the crisis (Kashyap 2010) and better loan performance (Keys et al. 2009). Another variable is whether the CRO reports to the board. Aebi, Sabato, and Schmid (2012) find that banks in which the CRO reports to the board rather than to the CEO performed better during the crisis. Ellul and Yerramilli (2013) combine a number of risk governance attributes into an index. They show that banks in the United States that had higher
values for the index had higher returns during the crisis. Further, they find that bank holding companies with a higher value of the index have less tail risk, measured by the average return on the five worst daily stock returns during a year.

The studies investigate how risk management affects tail risk and stock returns. Risk management does not target these measures, and the relationship between metrics that risk management does focus on and these measures does not appear straightforward. Therefore, one would want to know through which channels risk management affects stock returns and stock tail risk measures because an understanding of these channels would give reassurance that the relationships documented in these studies are not spurious. An interesting paper by Berg (2014) provides some evidence on this issue. He shows that, in a bank where loan officers are rewarded according to loan volume, having risk management monitor loan decisions reduces the probability of default of loans in the bank’s loan portfolio.

Another issue with these studies is that a financial institution could have good risk governance because it is costly for that institution to have too much risk and so it wants low risk. Hence, the institution sets up its risk management organization to ensure that it will have low risk. Viewed from this perspective, the empirical evidence shows that a financial institution that wants to have low risk can achieve low risk. Simply paying a CRO a higher salary relative to the CEO will not ensure that a financial institution has low risk.

### 5. Tools and Challenges in Achieving the Optimal Level of Risk

If all the risks of a firm could be captured by a reliable value-at-risk (VaR) measure, the risk framework presented in Section 2 could be implemented in a conceptually straightforward way. I show this in the first part of this section. I then turn to the limitations of using VaR to manage firm-wide risk.

#### 5.1 Using VaR to Target Risk

The risk framework of Section 2 implies that a firm wants to target the probability of making a loss that could put it in financial distress or in default. In other words, it wants the probability of a loss that exceeds a threshold amount to be its target probability. Hence, if the firm wants its probability of default within a year to be, for the sake of illustration, 0.06 percent, it wants the loss that has only a 0.06 percent probability of being exceeded to be the largest loss it could incur without being forced into default. A loss that is exceeded only with a probability \( p \) over one year is the value at risk (VaR) over one year at the probability level \( p \). It follows that the risk framework leads directly to the use of VaR as a firm-wide risk measure (Nocco and Stulz 2006). The use of VaR is ubiquitous in risk management, which gives rise to a constant debate about the merits of VaR. However, despite its weaknesses, VaR is the right risk measure in a wide range of circumstances.

Consider a bank that has chosen a risk appetite that implies that its probability of failure is 0.06 percent over one year. This means that the bank is expected to fail less than once in a thousand years. Suppose that the bank has $100 billion of assets and $10 billion of equity. If all the risks that the bank faces could be measured through a bank-wide VaR, the bank should have an equity cushion such that there is a 0.06 percent probability that it will make a loss that would be larger than its equity cushion. If this bank has a bank-wide VaR of $15 billion, it has taken too much risk given its risk appetite because its probability of default is higher than 0.06 percent. Hence, this bank should either reduce the risk of its assets or raise additional equity.

Within a bank, a VaR can be estimated for any risk-taking unit (see, for instance, Litterman [1996]). For instance, a VaR can be estimated for the book of a trader as well as for the unit that the trader belongs to. Starting from the smallest units for which VaR is estimated, the VaRs can be aggregated so that the bank-wide VaR is a function of the VaRs of these units as well as of the correlations in risks across these units. Further, using the VaRs of the smallest units and the correlations, it is possible to assess how each unit contributes to the risk of the bank. For instance, a bank could estimate how much of its risk as measured by VaR is accounted for by a specific trader.

The fact that the bank-wide VaR results from the aggregation of VaRs of units of the bank means that risk management can target the bank’s VaR by setting limits on the VaRs of units of the bank. With such an approach, if all units are within
their limits, the VaR of the bank should not exceed the VaR that corresponds to its risk appetite.

5.2 Setting Limits

The risk framework provides guidelines for how VaR limits should be set. First, the firm’s risk appetite specifies the firm-level VaR limit. Second, within the firm, VaR limits should depend on the profitability of the risk-taking unit in relation to its VaR. Ideally, the marginal unit of risk should have the same expected profit across all risk-taking units of the bank. It would make little sense for a bank to allow a unit to take up large amounts of risk if that unit cannot use that risk to create value for the bank. Because profit opportunities change, it follows that limits cannot be unchangeable. When profit opportunities appear for a sector of the bank, it makes sense for limits to be adjusted. However, if the bank’s risk appetite has not changed, VaR limits cannot be increased in one sector of the bank without being decreased elsewhere. Of course, if profit opportunities change for the bank as a whole, so that the expected return from risk taking increases, it can be optimal for the bank to change its risk appetite and, as a consequence, its firm-wide VaR limit as well.

With the risk framework of Section 2, a bank targets its probability of default over a year. To properly target this probability of default, it has to make sure that its risk does not depart from its target over the year. This means that it must monitor and set limits at a higher frequency during the year. For instance, the bank can monitor and control the risk of trading activities in liquid markets using a one-day VaR. Within the year, the bank can change limits in response to unexpected losses. This flexibility means that it has the ability to take more risks if it expects that it can adjust its risk easily.

An obvious problem with setting limits is that the bank’s units might not make full use of their ability to take risk. Consider a unit with a daily VaR limit of $10 million. If that unit can alter its VaR through trades quickly and at low cost, it will operate close to its limit as long as it has opportunities to trade. However, if a unit cannot alter its VaR quickly and at low cost, it will want to keep some risk capacity in reserve so that it can take advantage of opportunities if circumstances change.

An important issue in setting limits is determining the level of aggregation for which limits are set. In practice, this is often described as the issue of selecting the level of granularity of limits. Consider the case where a limit is set for a department that trades in mortgage-backed securities. More granular limits would be limits at the trader level.

Even more granular limits would be for maturity bins at the trader level. More granular limits make it much harder, and sometimes impossible, for risk-taking units to accumulate large unmonitored pockets of risk. However, more granular limits also make it much more difficult for risk-taking units to aggressively take advantage of good opportunities without negotiating a relaxation of limits. As limits become less granular, the discretion of the risk-taking units increases. More discretion makes it easier for these units to take advantage of opportunities quickly, but it also makes it easier for them to end up with large losses.

5.3 The Limits of Risk Measurement

Measuring risk at the firm level presents obvious difficulties. First, aggregating VaR measures to obtain a firm-wide risk measure is fraught with problems. Second, VaR does not capture all risks. Third, VaR has substantial model risk. I assess these issues in turn.

To organize the analysis, I will continue using the risk framework of Section 2. Hence, the bank targets a probability of default. I will assume that it targets that probability over a one-year horizon. The firm defaults or fails if it makes a loss large enough that it exhausts its equity buffer. So, to properly target a probability of default, the firm has to correctly measure the risk of a loss that exceeds the size of the equity buffer. This means that all risks that could lead to losses have to be modeled. If the firm targets a probability of default of 0.06 percent but models only some of the risks, it will have a higher probability of default if its equity buffer corresponds to the one-year VaR obtained from the modeled risks.

A typical approach for a bank is to divide risks into market, credit, and operational risks. Basel II introduced this division and requires banks to hold capital for each of these types of risk. Unfortunately, a firm-wide VaR that is obtained by aggregating market, credit, and operational risks will typically not reflect all risks. Such an approach misses business risks if these risks are not modeled as part of operational risk. For many banks, noninterest income is a large component of revenue. This income is variable and it tends to be low when the bank makes losses on loans. Such income has to be modeled when assessing the amount of equity necessary to support the targeted probability of default. Second, credit VaRs do not necessarily model the risk arising from unexpected changes in interest rates and credit spreads. More generally, interest rate risks in the banking book and interest rate risks arising from liabilities are typically not included in firm-wide VaRs.
The firm-wide measurement apparatus used by banks is focused on risks arising from the asset side. In practice, however, banks can fail because their funding vanishes (see, for example, Duffie [2010]). Before the crisis, funding liquidity risk was often not even part of risk management in banks but instead was the focus of the treasury department. Now, funding liquidity risk is an issue that is given more attention by risk management. However, it is still not the case that funding risk is integrated in the firm-wide VaR analysis. A shock to funding can force the bank to sell assets at a loss. Further, shocks to funding are more likely to happen in periods when markets for securities are themselves less liquid, so that selling assets quickly will be costly because they are sold at a discount.

If a bank divides risks between market, credit, and operational risks, it has to aggregate these risks to obtain a firm-wide measure of risk (Rosenberg and Schuermann 2006). This aggregation requires estimates of the correlations between these types of risks. It turns out that aggregate risk is very sensitive to these estimates. To see this, suppose that a bank has a VaR of $1 for each type of risk. If the correlations are 1 among the risks, the bank-wide VaR is $3. If the correlations are 0, the bank-wide VaR falls to $1.73. Unfortunately, data to estimate such correlations are sparse. Yet, these correlation estimates make an enormous difference in the amount of equity that is required to target a given default probability. Mistakes in correlation estimates could lead a bank to have too little capital and to have a risk of default much larger than its targeted risk of default.

Another important problem in aggregating risk is that different types of risk have different statistical distributions. While market risk generally has a fat-tailed symmetric distribution but can often be well-approximated by the normal distribution, the distributions for credit risk and operational risk are both fat-tailed and highly skewed. Risks that are normally distributed can be added up in a straightforward way because the sum of normally distributed variables is a normally distributed variable. However, it is not straightforward to add risks that follow different distributions. One approach that the literature has focused on is the use of copulas. Implementing this approach in practice has proven challenging, especially in the context of yearly frequencies, where there is only limited data available for estimation.

A VaR is a forecast. When it is estimated for the firm as a whole, it is a forecast for the firm as a whole. One can assess whether a VaR is properly estimated by examining the VaR exceedances (see, for example, Christoffersen [2011]). If a bank estimates a one-day VaR at the 5 percent level for its trading book, it expects the VaR to be exceeded roughly thirteen times in a year. If the VaR is exceeded fewer than thirteen times, it is a potential indication that the bank’s VaR estimates are biased upward. Alternatively, if the VaR is exceeded more than thirteen times, the VaR may be biased downward or random variation may be such that the unbiased VaR was exceeded more than thirteen times. Statistical tests have been developed that can be used to assess whether a VaR is biased given sampling variation. The problem with an annual VaR estimated at the 0.06 percent probability level is that there cannot be a sufficient history to reliably assess whether the VaR is unbiased. The fact that a 0.06 percent VaR is not exceeded over a period of five years tells us almost nothing. Consequently, risk measures used to assess the appropriate size of a capital buffer cannot be back-tested satisfactorily. The only way to assess whether such risk measures are reliable is to assess the process that is used to produce them. However, such an approach does not resolve the key issue that the one-year VaR estimated for extremely low probability levels (such as the 0.06 percent in my example) is very sensitive to assumptions made about the extreme tail of the distribution of the value of the bank. These assumptions cannot be tested robustly in the way that assumptions for a 5 percent daily VaR can be tested.

No discussion of risk management can be complete without addressing the issue of risks that are not known—the famous black swans of Nassim Taleb or the “unknown unknowns” of Donald Rumsfeld. These rare risks are not relevant for VaR when the VaR is estimated at probability levels that are not extremely low. Hence, they do not create a bias in such VaR forecasts. However, the role of these risks becomes much more consequential when assessing an annual VaR at extremely low probability levels, such as the 0.06 percent level. The losses corresponding to such a VaR are caused by extremely rare events, so that one’s understanding of what such rare events could be becomes important. A focus on historical data and the use of established statistical techniques cannot by itself be sufficient to estimate a VaR at the 0.06 percent level because the historical data generally encompasses a period that is too short to develop an accurate representation of extreme losses that have an annual probability of less than 0.06 percent of occurring.
A 0.06 percent VaR is one that should be exceeded less than once every thousand years. In other words, a bank that targets a 0.06 percent probability of default should be able to survive just about any crisis. This suggests another approach to investigating whether the VaR is correctly estimated. Since the bank should survive almost all crises, a simple way to assess whether the bank’s targeting of the probability of default is done correctly is to simulate what the performance of the bank would be if historical crises were to repeat. This approach amounts to performing stress tests. If such tests show that the bank would be unable to survive past crises, it is likely that its VaR is biased. More generally, however, stress tests can help us understand the risks that a bank is exposed to and whether it has enough equity to withstand adverse realizations of these risks.

6. Incentives, Culture, and Risk Management

Risk measurement is never perfect. Even if it were, there would still be the problem that firm value does not depend on risk alone. Risk management that is structured so that it rigidly keeps a bank’s risk below some pre-specified level and does so through a large set of inflexible limits may well succeed in controlling risk, but in the process it may prevent the institution from creating wealth for its shareholders. In a bank, risk management is part of the production technology. If risk management works well, the institution creates more value because it can issue more liquid claims and because it has more capacity to take profitable risks.

An unfortunate tendency among some board members and regulators is to think of the risk management function as a compliance function in the same way that auditing is a compliance function. Assuredly, there is an important compliance element to risk management. If a limit is set for a specific risk, the risk function must ensure that the limit is respected and understand why it is exceeded if it is. However, auditors are never in a position to conclude that departures from generally accepted accounting principles (GAAP) can create shareholder wealth. In contrast, risk managers who have some discretion over limits have to know when limit exceedances should be allowed and when a business line should be forced to respect a limit. Risk managers also have to determine, or help determine, when limits have to be changed and when it is appropriate for the institution to adjust its risk appetite.

Banks always face trade-offs between risk and expected return. To complicate matters, risk and expected return are measured imperfectly. If the costs to an institution of having more risk than is optimal are extremely high, that institution may benefit from having a risk management organization that operates as a police department that enforces rules. In this case, it would also make sense for the organization to account for limitations in risk measurement by imposing a substantial risk buffer—in other words, set a limit for the risk measure that is lower than the objective to account for the fact that the risk measure might understate risk. However, this is not typically the situation that an institution faces. In general, an institution can lose a lot from not being able to take advantage of opportunities that might be precluded by an inflexible risk organization. Further, difficulties in assessing risk mean that a risk management organization might make incorrect risk assessments without having a dialogue with business units. Unfortunately, such a dialogue is often impossible if the risk management function is viewed as a compliance unit rather than an essential part of the firm that seeks to implement policies that increase firm value.

Hall, Mikes, and Millo (2013) and Mikes, Hall, and Millo (2013) conducted a clinical study of two banks, which they denote as Saxon Bank and Anglo Bank. Their study shows vividly the issues involved in the positioning of risk management within the organization. In Saxon Bank, risk managers succeeded in being part of the important decisions. They helped shape these decisions and could make sure that risk considerations would be taken into account. In contrast, in Anglo Bank, risk management was divided between a group more focused on formal measures and a group more focused on intuition and interpersonal relationships. The group more focused on formal measures became dominant, but the risk management function failed in that it had no influence on the main decisions of the bank. Importantly, employing the formal measures of the role of risk management used in the literature discussed earlier, it is not clear that these two banks could be distinguished, yet risk management played a fundamentally distinct role in the two. This indicates that new measures for the role of risk management are needed.

If everyone in an organization is focused on ensuring that the institution takes risks that increase firm value and not
risks that decrease it, risk management becomes a resource in making this goal possible. Lines of business cannot know by themselves the extent to which the risks they take increase firm value because the amount of risk the bank can take at a given point in time depends on other risks taken by other lines of business. Hence, risk management has to bring to these risk-taking decisions the perspective of the firm as a whole to make sure that the firm itself does not have a suboptimal amount of risk. By bringing in this perspective, risk managers face potential conflicts with managers who are concerned about their unit only. Hence, for risk management to work well, it has to be that executives within the firm have reasons to care about the firm as a whole. This outcome requires incentives that reward executives if they create value for the firm as a whole and makes them bear adverse consequences from taking risks that destroy value.

Setting correct incentives for risk taking is complex. However, as Rajan (2006) discusses, poor incentives can impose large costs, both on shareholders and on society at large. Many banks have developed a bank-wide mechanism that can properly assess the cost of taking specific risks. Such a mechanism is called risk capital [see, for example, Matten (2000)]. For a bank, risk capital is the amount of capital the bank requires to support the risks it takes so that, as a whole, its level of risk meets its risk appetite. As a unit of the bank takes a risk, the bank can keep its aggregate level of risk by acquiring more equity capital to support its risk taking.

If a bank does not force executives to take into account the cost of their risk taking for the bank as a whole, all of the burden of limiting risk will be borne by risk management.

This greater equity capital has a cost and this cost should be taken into account when evaluating the risk. Taking this equity capital cost into account may mean that it is no longer worthwhile to take the risk. If a bank does not force executives to take into account the cost of their risk taking for the bank as a whole, all of the burden of limiting risk will be borne by risk management. Such an approach is problematic for two reasons. First, it means that risk limits end up running the lines of business because the lines of business have no reason to internalize the cost of risk. Second, when risk is managed mostly through limits, the risk capacity of the bank is used less efficiently—risk-bearing capacity becomes allocated more through rationing than through the price mechanism.

Incentives should be set right, but incentives have limits. It is not possible to set up an incentive plan so precisely calibrated that it leads executives to take the right actions in every situation. Executives have to deal with situations that nobody thought possible. Employment contracts are by their very nature incomplete. A further issue is that not all risks can be quantified or defined. When a bank focuses on specific risks that it quantifies and can account for in employee reviews and incentive plans, there is an incentive for employees to take risks that are not quantified and monitored.

Because of the limits of risk management and incentives, the ability of a firm to manage risk properly depends on its corporate culture as well. There is a large organizational behavior literature on corporate culture and a smaller economics literature on the topic (for a recent review, see Bouwman [2013]). An often-used definition of corporate culture from the organizational behavior literature is that an organization's culture is "a system of shared values (that define what is important) and norms that define appropriate attitudes and behaviors for organizational members (how to feel and behave)" (O’Reilly and Chatman 1996). An important aspect of corporate culture is that it is the result of learning over time. This aspect of culture is emphasized by the following definition: “Culture is what a group learns over a period of time as that group solves its problems of survival in an external environment and its problems of internal integration” (Schein 1990). As a result, a culture is hard to change. It also has to be transmitted to new hires and it may leave with key employees. Hence, a firm's culture is not permanent.

Within the economics literature, culture is a mechanism that makes the corporation more efficient because it simplifies communication and facilitates decisions. From this perspective, having a strong culture has important fixed costs but it decreases marginal cost (Hermalin 2001). The organizational behavior literature is more focused on characterizing a firm's culture, so it has various typologies of corporate cultures. With the organizational behavior approach, different organizations have different cultures and an organization may not necessarily have the culture that maximizes shareholder wealth or ensures the success of the organization. For instance, Cartwright and Cooper (1993) distinguish between a role-oriented culture which is very bureaucratic and centered; a task/achievement-oriented culture, which emphasizes teamwork and execution; a power-oriented culture, which is highly centralized and focuses on respect of authority; and a person/support-oriented culture, which is egalitarian and nurtures personal growth.

Limited empirical work exists on the relationship between culture and corporate outcomes, in part because it is difficult to measure the dimensions of culture. As one author put it
more than twenty years ago, “Organizational culture is a complex phenomenon, and we should not rush to measure things until we understand better what we are measuring” (Schein 1990). Two recent studies have used data from surveys of employees on how attractive their companies are as a place of work. Guiso, Sapienza, and Zingales (2015) show that companies whose managers are viewed as trustworthy and ethical have higher valuations and higher profitability. Popadak (2013) finds that improvements in shareholder governance change a firm’s culture, in that the firm becomes more results-oriented but less customer-oriented, and employee integrity falls. In that study, shareholders gain initially from the better governance, but these gains are partly offset over time because of the change in culture.

The literature on culture does not focus on risk taking or, for that matter, on the issues that are unique to the financial industry. An exception is Fahlenbrach, Prilmeier, and Stulz (2012). The authors do not use a direct measure of culture. Instead, they show that latent characteristics of banks, which could be explained by culture, are helpful to understanding how crises affect banks. Specifically, they show that a bank’s performance in the crisis of 1998 helps predict its performance in the recent crisis. This effect is of the same magnitude as bank leverage in helping to understand bank performance.

Firms in the financial industry differ from other firms in the extent to which employees typically make decisions regarding risk. A loan officer who can decide whether a loan is granted makes a decision to take a risk. She may have information about that risk that nobody else in the organization has. No one may ever know whether the decision was right from the perspective of the firm, for a number of reasons. First, it may not be possible for the loan officer to credibly communicate the information that she has. Second, the loan officer may have incentives to grant loans that she knows should not be granted. Third, loan outcomes are of limited use since expected defaults are not zero. A solution for the bank is to minimize the discretion of the loan officer by relying on statistical models for the decision. However, such a solution can be costly because it reduces flexibility and eliminates the use of soft information that can be valuable. A bank’s culture can constrain loan officer discretion in a way that leads to better outcomes for the bank. A bank with an underwriting culture that is highly focused on the interests of the bank will make it harder for a loan officer to deviate from the social norms within the bank because employees who are in contact with the loan officer might be able to assess that the officer is deviating from the bank’s norms and the extent to which she is doing so in a way that neither risk managers nor executives could.

Another example where corporate culture can make risk management more effective is with respect to acceptable interactions with risk managers. If the social norm is for traders to be confrontational when questioned, it is much harder for risk managers to correctly assess the risk of positions and how to mitigate this risk. In this case, the risk managers’ energies have to be devoted to fighting with traders and figuring out what they might be hiding.

A final example involves how employees use information about risk that they discover through routine interactions. Consider a situation in which an executive observes a trader on a desk that the executive is not responsible for take a position that cannot be expected to be profitable for the firm but might be very valuable to the trader if it pays off. For some reason, the trader’s own supervisor either does not understand the position or does not care. The position breaches no limits, so risk management has not investigated it. Depending on the firm’s culture, the executive could act very differently. In some firms, he would say nothing. In other firms, he would start a dialogue with the supervisor or the trader. In the latter firms, one would expect risk taking to be more likely to increase value since risk taking that destroys firm value is less likely to take place.

As far as I know, only Sorensen (2002) has examined the implications of corporate culture for risk outcomes. Sorensen predicts that a strong culture, by which he means strong agreement within a firm on shared values and norms, leads to more consistency. In other words, culture is a control mechanism. With a stronger control mechanism, there should be less variability in outcomes. His study examines the volatility of unexpected performance on measures of culture strength. He finds a strong negative relationship between the volatility of unexpected performance and culture strength. Unfortunately, his sample includes no firms from the financial industry.
7. Conclusion

The success of banks and the health of the financial system depend critically on how banks take risks. A bank’s ability to measure and manage risks creates value for shareholders. There is no simple recipe that enables a bank to measure and manage risks better. For risk taking to maximize shareholder wealth, a bank has to have the right risk management, but also the right governance, the right incentives, and the right culture. A risk management structure that is optimal for one bank may be suboptimal for another. Ultimately, the success of risk management in performing its functions depends on the corporate environment and on risk management’s ability to shape that environment. However, while better risk management should lead to better risk taking, there is no reason for a bank with good risk management to have low risk.
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 Deferred Cash Compensation: Enhancing Stability in the Financial Services Industry

1. Introduction

Employee compensation packages at large financial firms have recently been the focus of great concern, in particular because of their possible role in the 2007-09 financial crisis. Especially worrisome is that, while these pay structures are crafted to create shareholder value by rewarding employees for taking risks that increase the value of the firm, they often (perhaps unintentionally) lack robust risk management features. Consequently, the prevailing pay structure before the financial crisis may have created risks to financial stability and, in the downturn, imposed costs on other stakeholders, including taxpayers and creditors. As a result, at no time in recent memory has the balance of risk and return in employee decision making been under greater scrutiny.
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issue, then, is how to design incentive schemes to motivate bank employees to increase the value of the firm and, at the same time, ensure that the employee and the firm also serve the broader public interest. A successful approach to designing these incentive schemes could take many forms. In this article, we focus on one such form: incentives based on employee compensation.

In our framework, employee compensation is designed, first, to encourage a conservative approach to risk (which we refer to here as “conservatism”) that better aligns the interests of bank employees with those of creditors and the public while still preserving incentives for creating value. Specifically, we explore incentive features associated with performance bonds—funded through the withholding of some portion of bank employees’ compensation—and their prudential application in promoting financial stability. We argue that such a deferred cash program is likely to induce conservatism because it better internalizes the costs associated with risk taking. In this way, deferred cash complements both the bank’s internal risk management and public enforcement.

Further, we argue that deferred cash is likely to reduce the free-rider problem because, unlike stock or stock options, deferred cash has no upside potential to gain in value. This effect will, in turn, improve internal monitoring in cases of fraud, abuse, or excessive risk taking because such actions by one or more employees will now potentially have an adverse effect on the welfare of other employees. If a culture of internal information production and sharing exists within the firm, then internal monitoring is akin to a risk control scheme. Therefore, a second motivation for implementing a judicious deferred pay policy is that it is likely to make the firm less risky by promoting information production and sharing.

Third, we argue that aggregation of deferred pay for material risk takers, over many years, can build a liquidity buffer that could be used to help cover any unexpected capital or liquidity shortfall in the event the firm comes under stress.\(^5\)

Losses could occur as a result of market factors or management’s or employees’ poor decisions, as well as abuse and fraud.\(^6\) In extreme adverse cases, the buffer could also help to support regulatory capital and liquidity plans. (In fact, there is evidence that firms with a higher share of deferred pay have lower costs of debt and a higher credit rating.) The difference is that bank employees, as opposed to stockholders, contribute to the buildup of this buffer.\(^7\)

As mentioned, one specific form of deferred cash compensation is the performance bond.\(^8\) With a performance bond, the deferred cash is at risk not only because the firm is experiencing financial stress but also because of possible legal violations. For example, a trader may be implicated in fraudulent activities that lead to fines against the firm. These fines can be paid out of the employee’s deferred cash account as well as the accounts of others involved in the related activity, their supervisors, and the firm’s senior management. This arrangement is in contrast to the current framework, in which the fines are paid by the firm’s equity holders. The deferred cash compensation functions as a performance bond because the employee is essentially posting a financial bond to ensure future performance to standards. If the performance meets standards, the bond is repaid; otherwise, some or all of the bond is forfeited.\(^9\)

Footnote 5 (continued)
like the failure to pay interest on a debt. Giving stocks as a substitute for wages in distressed firms is another example of contingent capital (and a concept much closer to this proposal). Paying part of bonuses in debt and converting it to equity are also part of the same general structure. Paying bonuses in equity, however, is not an example of contingent capital. Forgoing (writing off) bonus claims for the right to remain employed at the firm is, in essence, a contingent claim.

\(^6\) It should be noted that deferred cash pay without liquidity creation could induce risk taking as funds are needed at the end of a deferral period. If a bank has not performed sufficiently well, it may be unable to cover the promised deferred pay. In addition, some employees may leave the firm and opt to work for a competitor.

\(^7\) The terminology in the proposed approach is rather different from that of inside debt as in Wei and Yermack (2011). In their approach, management’s claim is unfunded, while, in our approach, the employees’ deferred cash is funded. In both approaches, the claims are unsecured and, consequently, the expected default risk is likely to decrease. In our approach, one could argue that the default risk will be relatively lower because the deferred cash could operate as higher equity capital.

\(^8\) For a general discussion of performance bonds, see Becker and Stigler (1974) and Ritter and Taylor (1994).

\(^9\) An example of a performance bond outside of banking is a security deposit on an apartment rental. If the apartment is not returned in good condition at the end of the lease, the landlord can use the security deposit to defray the expenses incurred in repairing any damage. Another example of a performance bond is a bail bond that helps ensure that the charged individual shows up in court. See, also, John W. Miller and Dan Frosch, “Coal Miners Pressed on Cleanup Costs,” Wall Street Journal, July 19, 2015.
Deferred cash compensation is not punitive . . . it does not restrict overall pay levels. Rather, it promotes longer employment in a healthy financial sector. Therefore, it may help to promote finance as a profession.

We have outlined three motivations for expanding the use of deferred compensation in banking: its contribution to conservatism, its effect on internal monitoring and control, and its role in the creation of a financial buffer that can be accessed if the firm is in distress. The joint effect of these three economic incentives could be to make banks and the financial system (through interconnectedness) safer. While it will remain an empirical challenge to measure the effect of each motivation in isolation, focusing on one motivation to the exclusion of the others would limit our recognition of the many benefits of deferred compensation for overall financial stability. For example, if we were to focus solely on the financial buffer incentive, then we might learn only whether the aggregate deferred pay by material risk takers over a few years could produce a sufficient buffer to avert the type of default or distress experienced by large firms in the last crisis. Such a narrow inquiry might be misleading because it ignores the effects of deferred pay both on employee conservatism, which may reduce the likelihood that a firm comes under stress, and on managers’ incentives to be more proactive in maintaining robust capital to protect their deferred pay. By contrast, an inquiry that takes into account the interplay of these incentives might show that a much smaller buffer might suffice.

To get a sense of the amount of deferred cash that could be generated in the banking sector, we estimate the potential buffer for three large banks created by various choices of deferral and vesting periods, as well as the deferral amount and its composition between cash and equity for 6,000 material risk takers (or managing directors) in each bank. We report these estimates for the average of the three banks. Our baseline estimate (outlined in an October 20, 2014, speech on culture by Federal Reserve Bank of New York President William Dudley) produces deferred cash of $17 billion and deferred equity of $3.5 billion for 2013. The resulting aggregate deferred cash is nontrivial. A large bank could address some financial difficulties inflicted by its own culture of risk taking with the buffer, if needed.  

In exploring the three incentives offered by deferred compensation, we do not imply that the firms or their employees should not take risks to create value, only that any adverse consequence of investment choices should be internalized as much as possible. We also argue that deferred cash compensation is not punitive in that it does not restrict overall pay levels. Rather, it promotes longer employment in a healthy financial sector. Therefore, it may help to promote finance as a profession.

The outline of this article is as follows: Section 2 provides a very brief overview of the evolution of compensation in banking. Section 3 presents an economic discussion of the potential financial stability benefits of deferred cash and reviews the supporting evidence on the link between deferred pay and conservatism. A few practical issues with the application of deferred cash are outlined in Section 4. Calibration of compensation estimates under various scenarios is presented in Section 5. Section 6 summarizes our findings.

2. A Brief Sketch of Compensation History in U.S. Commercial and Investment Banking

Evidence on the history of compensation structures and trends in U.S. financial firms is sparse. This is partly because of limited disclosure and partly because most commercial banks were traded as over-the-counter (OTC) through the 1950s and hence were not required to file disclosures with regulators. Adams and Mehran (2003) report executive compensation structure and trends for the thirty-seven largest banks beginning in 1992. For example, they calculate the ratio of option grants relative to the sum of salary and bonus and compare these ratios, by year, to those of manufacturing firms in the S&P 500 index. They document that, over the period from 1992 to 1999, nonfinancial firms granted 60 percent more stock options than banks. Mehran, Morrison, and Shapiro (2012) extend this analysis to 2007 and document the trend in stock options, salary, and bonuses for bank executives for the universe of banks in
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11 An interesting question is how deferred cash accounts at Lehman Brothers may have altered the firm’s situation during the summer of 2008.

12 Roe (1994) provides an excellent review of compensation scandals around the 1907 crisis and subsequent reforms.

13 In fact, very few banks were included in Standard and Poor’s Compustat database until the early 1960s. See Adams and Mehran (2012) for more discussion of related issues.

14 OTC securities were exempt from filing Securities and Exchange Commission (SEC) disclosures until the mid-1960s. The OTC markets have different requirements that were expanded over time (as more firms became SEC registrants). For a discussion of the requirements, see Bushee and Leuz (2005) and Greenstone, Oyer, and Vissing-Jorgensen (2006).
The empirical description of bank compensation, however, is not likely to uncover a direct link between top management pay policy and the financial crisis for at least two reasons. First, we have little insight into bank pay policy for those below the very senior management level. Second, other structural or legal developments may have contributed to the observed changes. Among these developments are changes in the public’s perception of chief executive officer (CEO) compensation following a number of fraud and abuse cases by large firms in early 2000, and the passage of the Gramm-Leach-Bliley Act of 1999. The publicized enforcement cases (and the subsequent passage of the Sarbanes-Oxley Act of 2002 [SOX]) dramatically altered compensation structures and the reliance on stock options by both financial and nonfinancial firms. While for nonfinancial firms restricted stocks replaced stock options, for banks the shift was mostly from stock options to bonuses, and arguably with less transparency. To the extent that compensation structure affects investment decisions, SOX might have altered the investment choices and corporate policies of banks and nonbanks. Gramm-Leach-Bliley deregulation expanded the scope for investment decisions and, in turn, affected compensation and other bank policies.

The deregulation of the banking sector also influenced the acquisition of investment banking firms by commercial banks. When an acquirer is unfamiliar with its target’s business lines, the target firm’s management often demands, and is granted, significant autonomy, as well as board representation. Thus, a higher likelihood exists that the target’s culture will spill over to the acquirer’s culture. In the acquisition process post-Gramm-Leach-Bliley, the culture of the investment banks was transferred to the culture of the commercial banks. Prior to deregulation, the compensation and human resources practices of investment banking groups were quite distinct from the policies of the acquiring commercial banks. Over time post-acquisition, the reward structures of the investment banking targets influenced the entire entity.

Yet, some safeguards or risk management tools used (explicitly or implicitly) in investment banking practice did not migrate. For example, investment banks, even those that were public, retained to a degree the risk culture of a partnership. When a partnership is in financial need, the partners supply the necessary capital, if available. In one well-known case, in 1929 Goldman Sachs was almost brought down by a manager-partner, Waddill Catchings. Catchings created what was known as the Goldman Sachs Trading Corporation, essentially a trust that used debt to buy companies that had themselves used debt to buy other companies. When the crash came, the Goldman Sachs partners agreed among themselves to place about half of the partnership’s capital of $20 million in the venture to avoid its potential failure. Goldman Sachs Trading Corporation

Deferred cash bonuses function [like] partnership capital in that the risk takers are required to set aside a fraction of their bonuses every year to manage the bank’s need for capital in times of crisis.

Deferred cash bonuses function in much the same way as partnership capital in that the risk takers are required to set aside a fraction of their bonuses every year to manage the bank’s need for capital in times of crisis.

Notes:
15 See Core and Guay (2010) and Murphy (2012) for additional evidence on compensation trends in banking.
16 Nearly every empirical analysis to date has examined the compensation of senior management in relation to various corporate attributes. Pay policy for midlevel managers (about 12,000 managing directors for a large U.S. bank) and its effect on risk taking have not been studied.
17 In addition to these two reasons, most, if not all, of the empirical research on bank compensation focuses on average statistics of the sample. But inferences on average statistics may not provide insights into the behavior of very large banks. Also, much of the pay of bank executives is in the form of deferred equity and cash, with various vesting periods. This raises a challenge for empirical studies. For example, part of the bonuses observed in the proxies filed with the SEC may reflect different timing of awards. This might create a mismatch between bonuses observed and firm characteristics in a given year.
18 A few regulatory agencies have advocated a more detailed disclosure of compensation.
19 See Smith and Watts (1992) on the effect of investment policy on other corporate policies.
Why should bankers embrace the concept of deferred cash in a world of no bailouts? The reason is that the private costs to bankers associated with their bank’s failure are extremely high (Lehman Brothers, for example). In the traditional corporate finance model of a levered firm and the valuation of corporate securities, stockholders have an option on the underlying assets of the firm. If the value of the firm is less than the promised payment to creditors at the option’s maturity, the assets are passed to the creditors and the option is not exercised (Merton 1974). This framework may have implications for bankers, because bankers provide large human capital investments to the firm. In addition, the firm’s future prospects depend on the continued effective deployment of this human capital. In this setting, employees’ deferred cash is analogous to an option premium. At the exercise—that is, in a time of crisis—employees forgo their deferred cash but increase the likelihood that their employment at the firm will continue and that they will earn a return on their human capital. Further, they avoid the damage to their earnings capacity that would arise from loss of reputation, as well as other costs. Thus, in an uncertain world, one interpretation is that deferred cash is the capital needed by the firm and supplied by employees (just as in the example of Goldman) to preserve the employees’ option to remain with their employer.

Deferred cash compensation can also be viewed as insurance. Just as with any insurance, size (the buffer) is important. In this case, the deferred cash payments are like insurance premiums. If the firm performs well over the vesting period, the insurance premiums are rebated. However, if the firm becomes financially stressed, the premium is forgone.

Deferred cash . . . can also be viewed as insurance . . . If the firm performs well over the vesting period, the insurance premiums are rebated. However, if the firm becomes financially stressed, the premium is forgone.

However, the degree of protection that this form of insurance provides against a bank’s experiencing distress depends on the extent to which management and senior risk takers participate in the insurance program. If every bank takes part in these deferred cash programs, then in the event of a crisis, not only is the likelihood of financial stress for any participating firm reduced, but also the damage to the banking sector as a whole is likely to be much smaller. Buying insurance is not a perfect remedy in most cases, but it can dampen the adverse outcome. Thus, in a world of no bailouts, deferred cash compensation might be a valuable option for bank employees.

Finally, an important point to underscore is that promoting deferred cash policy as a risk management tool in a complex financial industry and an uncertain world depends on the availability of supporting evidence (or the lack thereof) on the contribution of compensation to financial crises.

3. How Could Deferred Cash Contribute to Financial Stability?

In this section, we discuss in detail the three mechanisms by which a deferred cash compensation program could help to control risk taking by internalizing the costs and benefits of risk. We also review the supporting evidence on the link between deferred pay and risk taking.

3.1 Economic Benefits of Deferred Cash

Deferred cash induces conservatism. Payment in the form of fixed claims, such as deferred cash, alters employee incentives, making employees more likely to act like debt holders. And because deferred cash payments have a lower priority than the claims of other creditors, bank employees would be more inclined to undertake corporate policies that lower the firm’s default risk (Jensen and Meckling 1976) in order to protect the value of their fixed claims. Such policies include investing in safer projects, reducing the firm’s leverage, economizing on payouts, and engaging in diversification activities. It should be noted that a proper balance is needed between deferred equity and deferred cash. If the balance is tilted too far in either direction, employees may take too

21 One bank, UBS, has already adopted deferred pay for its risk takers. See Compensation Report 2014 of UBS Group AG.

22 It should be noted that the private costs to all financial firms of restructuring, including labor relocation and termination, arguably might have been larger in the absence of intervention.

23 There is a wide range of evidence supporting the link between pay and corporate policies. For a summary of the evidence, see, for example, Murphy (1999) and Frydman and Jenter (2010).
Deferred cash improves internal monitoring. Granting deferred cash to employees has the potential to mitigate the free-rider problem associated with compensation in the form of stock or stock options. This free-rider problem arises because of the potential for gains on deferred equity that depend on firm achievement rather than individual performance. With the introduction of deferred cash bonuses, the asymmetric behavior associated with equity compensation is likely to be reduced, in that the cost of excessive risk taking and poor decisions by an individual or an entity (a trading group, for example) will adversely impact a broader set of employees. Since the deferred cash has debt-like features with no potential for gain, each participant in the deferred cash program is, in effect, a lender to the firm. Further, like any other lender, participants are likely to exert effort to protect their claims. Thus, deferred cash compensation is likely to encourage monitoring among the firm’s risk takers (who are likely to be more sophisticated monitors than outside parties). In essence, this is the internal dynamic of partnerships, whereby incentives for risk and reward are more balanced.

The enhanced internal monitoring associated with deferred cash compensation may reduce the cost of enforcement to an individual, a group of employees, or the firm as a whole. For example, suppose that an individual observing an instance of fraud decides to disclose the wrongdoing in order to protect herself. Her action not only protects or limits the damage to the firm but it is also likely to protect the offender (or offenders) from a “slippery slope” dynamic whereby attempts to cover up a problem make the initial situation even worse. Further, an employee’s disclosure to the firm of information about the wrongdoing of another employee increases the 

Deferred cash inventory can be used to offset financial losses. Employees’ claims on the firm in the form of deferred cash can be an important resource for risk management. In a severe downturn, employees forgo their (contractually agreed) accumulated deferred cash to support the firm’s operation, and the firm writes off the employee liability and can use the cash. (This typically occurs at a time when new equity capital would be relatively expensive.) As a result, the firm exhibits many of the attributes of a partnership, particularly in that material risk takers and senior management contribute capital to the firm to ensure its survival.

A deferred cash compensation program accumulates balances during good years, thus acting like a built-in stabilizer. By design, the scheme allocates more funds to the buffer when a firm’s earnings, and thus bonuses, are high. And if the firm is doing poorly and the buffer is used, then the fraction of the deferral amount and vesting schedule may be changed temporarily to help rebuild an adequate buffer. This setup is similar to that of a capital conservation buffer, whereby a dividend cut may be necessary to build up the regulatory buffer if capital has been diverted to bank operations owing to an unexpected reversal.

While deferred cash is not part of regulatory capital, it can mitigate the potential moral hazard consequences of higher required capital: namely, that bank management may take bigger risks. With higher capital requirements, the fact that bank insiders will be using the resources of outside
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24 Morrison and Wilhelm (2004) argue that the holding of long-deferred equity by firm employees produces partnership characteristics.

25 See William Dudley’s 2013 speech “Ending Too Big to Fail,” in which he argues that deferred compensation could complement the Comprehensive Capital Analysis and Review (CCAR) to enhance financial stability. He states that restructuring compensation plans in financial firms could “strengthen senior bank managers’ incentives to proactively manage risk. For example, imagine how incentives would change if a significant portion of senior bank management’s compensation each year were deferred to be available to cover future capital losses.”

26 Different employees have different degrees of discretion to enhance or harm the value of equity (or deferred equity). Further, they might have a different assessment of its future valuation. This kind of heterogeneity is likely to produce an impediment to monitoring, since determining what constitutes an action that damages the equity value becomes rather complex. For example, different employees may have different perceptions of excessive risk taking and its impact on equity value. They might agree more about its impact on deferred cash. Therefore, deferred cash is likely to produce a consensus among employees on how to preserve its value.

27 Early disclosure arguably benefits the firm and the public in the long run. The key point is to align the bank employees’ incentives with those of the stakeholders as a group. Two examples might be instructive. In a case where lack of disclosure hurt the firm, Germany’s Federal Financial Supervisory Authority (BaFin) criticized Deutsche Bank’s management “for negligent oversight and selective or inaccurate disclosures to regulators who were investigating market manipulation” (see David Enrich, Jenny Strasburg, and Eyk Henning, “Deutsche Bank Hit in Sharp Critique,” Wall Street Journal, July 17, 2015). An example of self-reporting that was helpful to a firm is the case of Garth Peterson at Morgan Stanley. Peterson was an employee who had a number of improper dealings with Chinese government officials. Morgan Stanley received a public declaration (in other words, a decision by the Justice Department not to sue) as a result of its self-reporting and extraordinary cooperation during the investigation. For the full story, see http://www.davispolk.com/Morgan-Stanleys-FCPA-Declination-and-the-Benefit-of-Effective-Compliance-10-09-2012/.
claimholders may give them additional incentives for risk taking. However, they are less likely to take larger risks when their own resources are also at stake—in other words, when they hold unvested deferred cash.

To summarize, the debt-like feature of deferred cash should lead to safer and more independent banks. With the introduction of deferred cash, a firm better internalizes the costs and benefits of risk taking and, at the same time, decreases its dependency on outside parties for financing its capital. This reduced dependency is particularly relevant in a downturn, when banks need equity capital and investors are reluctant to supply that capital. Instead, the bank can write off the liability to its employees and deploy deferred cash in its operation. As a result, the approach may motivate the firm and its risk takers to build up a large cushion above the minimum regulatory buffer in order to avoid any potential write-offs, or to become more proactive in acquiring capital (internally or externally). In fact, a firm’s risk takers may opt to cut dividends and impose a cost on stockholders rather than risk their own money.

3.2 Evidence

Recent research suggests that deferred debt-like compensation reduces incentives for risk taking and risk shifting (Bebchuk and Spamann 2010; Edmans and Liu 2011; Mehran 2010; and Sundaram and Yermack 2007). For example, Sundaram and Yermack find that when managers hold large inside debt positions (that is, compensation at risk in the event of default), the expected probability of the firm defaulting on its external debt is reduced. This is consistent with the hypothesis that these managers operate the firm conservatively to protect their deferred compensation. Similarly, Wei and Yermack (2011) construct a CEO’s “relative incentive ratio,” which estimates how a unit increase in the value of the firm raises the value of the CEO’s inside debt versus inside equity claims. They document that, following the disclosure of pensions and deferred pay in proxy statements filed with the Securities and Exchange Commission (SEC) in 2006 and 2007, firms in which CEOs had larger pensions and deferred pay in their compensation packages exhibited lower credit spreads and higher bond prices. The intuition is that in the event of default, top executives’ claims have a lower priority relative to creditors’ claims, or at least relative to secured creditors’ claims. Consequently, top executives are more likely to pursue policies that preserve the value of their claims—for example, by investing in less risky assets or engaging in better risk management. Although many of the actions and decisions of executives are unobservable, Wei and Yermack find that credit markets consider their holdings and price the firms’ credit accordingly. Similarly, Anantharaman, Fang, and Gong (2014), using a large sample of firms with private loans over the period 2006-08, document that firms with a higher ratio of CEO inside debt, measured by the ratio of the CEO’s pensions and deferred pay to his or her equity-based compensation, have lower credit spreads.

The empirical evidence on deferred debt compensation for banking firms provides support for the existence of conservatism similar to that documented for nonfinancial firms. For example, Bennett, Güntay, and Unal (2015) find that a higher incidence of inside debt relative to inside equity in a CEO compensation package was associated with lower default risk and better performance of banking firms during the crisis period. Further, the authors show that bank internal examination CAMELS ratings (and, specifically, capital, management, earnings, and sensitivity to market risk ratings) are related to CEOs’ inside debt compensation proxied by their pensions and deferred pay. Also, Van Bekkum (2014) documents that banks with a higher ratio of CEO inside debt in 2006 experienced lower equity volatility and lower tail and default risk over the period 2007-09.

It should be noted that empirical work to date focuses mostly on the pensions of top management (and some deferred pay) as a proxy for debt-like compensation. There is no study of the effects on corporate policies of deferred bonuses of top management or broad-based deferred bonuses (the approach outlined in this article). Further, in banks where the CEO inside debt ratio (as in Sundaram and Yermack [2007]) is far smaller than the bank debt-to-assets
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28 See, also, the report by the Squam Lake Group (2013). In addition, other approaches to induce conservatism have been suggested in the literature. For example, Bolton, Mehran, and Shapiro (2015) propose tying compensation to a bank’s credit default swap (CDS) spread.

29 The acronym “CAMELS” refers to the components of a bank’s condition that are assessed by banking supervisors: capital adequacy, asset quality, management, earnings, liquidity, and sensitivity to market risk.
ratio, a deferred bonus plan is likely to be more potent than pension plans in inducing conservatism because a few good years produce bonuses that are, in the aggregate, larger than pensions.

4. Practical Issues

Below, we address a few matters critical to the concept of deferred cash compensation.

4.1 Factors Influencing the Size of the Deferred Cash Buffer

The accumulated size of the deferred cash buffer is positively related to the percentage of deferred cash bonuses, the length of the deferral and vesting periods, and the number of employees (risk takers) covered by the plan. In addition, as noted earlier, the size of the buffer will grow when the economy, and presumably the firm, is prospering. The deferral amount could be larger and vesting schedules could be longer for more senior bank employees. Further, effective use of a deferral policy, amount, and vesting schedule as a risk management instrument requires design flexibility for different states of nature. That is, as noted earlier, the firm should have the ability (based on contractual agreements) to alter the deferral amounts and vesting schedules.

4.2 How Much Deferred Cash Is Prudent?30

As outlined earlier, there are three primary motivations for using deferred cash: to induce conservatism, to promote internal monitoring, and to build a buffer as insurance against unexpected distress. Further, the fund could be designed to partially, if not totally, cover any fines imposed on the firm stemming from abuse or fraud by its employees.31 In order to induce conservatism or internal monitoring, the deferral amount at the individual level should not be small.

Determining how much cash should be deferred to produce a buffer to cover a large loss, however, is a much harder question. Acharya, Mehran, and Sundaram (2016) produce a simple framework to determine the amount of cash holdings a bank needs in order to stay above its minimum regulatory capital ratios in stressed times. Specifically, they look at historical debt levels and estimate the marginal expected shortfalls of the market value of common equity to compute the required deferred cash-to-equity ratio for a given bank. Using historical data for the largest banks in the United States, they document that the ideal minimum cash holding is approximately 20 percent of equity value.

4.3 Timing of the Deferred Cash Trigger

Deferred cash can be triggered with the imposition of fines or prior to or at the time of a default. For example, employee deferred cash could be written off when the bank is near a violation of its minimum capital. In a sense, the firm is forced to use its employees’ contingent claim to help it recapitalize (in the spirit of partnerships). A trigger based on the firm’s status as an “ongoing” concern is appealing because, to all of its claimholders, a firm is more valuable alive than dead. A later trigger is less likely to mitigate fears, given the speed of deterioration in the final stages of a bank’s demise.32

4.4 Deferred Cash Versus Deferred Equity

A key feature of deferred cash is that it induces conservatism. Deferred equity may also produce conservatism if the vesting period is very long, such as the length of employees’ working horizons. A very long horizon, however, seems impractical. In addition, holding a claim on a large amount of deferred equity may increase the incentive for risk taking, unlike deferred cash, which has no potential for gain. Moreover, the operation of a deferred equity program is highly dependent on two corporate policies: ongoing bank stock issuances and ongoing stock repurchases (to avoid dilution). These activities can reduce the effectiveness of a deferred equity program in bank risk management owing to the timing of
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30 To better answer this question, one needs to get a sense of the employee’s conservativeness. That requires information on the employee’s degree of risk aversion, income, total wealth, and hedging choices, if any. Simulations based on these characteristics could then be used to better understand the optimal mix between deferred cash and deferred equity.

31 Many of the post-crisis settlements provide examples of fines that could potentially have been covered by employees.

32 If the deferred cash is in the form of bail-in-able debt, then the risk takers’ debt can be converted into equity at default. In such a setting, the deferred cash has the potential to align the interests of the current employee risk takers with those of future shareholders at default, which is a plus. However, there are other perverse effects as well, which will need further thought.
repurchases and issuances relative to vesting schedules, particularly if all risk takers are covered by the deferred equity plan. Deferred cash programs are independent of other corporate policies, including equity issuances and repurchases, and they are subject to less potential manipulation by insiders. Finaly, deferred cash is likely to reduce the debt overhang problem more than deferred equity. Risk takers fearing big losses of personal wealth are more likely to maintain adequate capital or raise capital ex ante, and the bank is still more likely to be able to raise capital even after using its employees’ resources than it would be if it did not use a deferred cash program, since the use of deferred cash could lower the debt overhang problem.

4.5 Deferral and Vesting Periods and Labor Mobility

A concern with the long deferral and vesting period for the cash component of deferred compensation is that it might create a friction for workers moving between firms and thus promote inefficient allocation of the labor force. While it is common for unvested deferred equity to be forfeited if an employee leaves a firm, this should not be a feature of the deferred cash compensation. That is, the vesting and payouts should continue even if a worker has left the firm. This feature prevents the creation of a mobility friction but still maintains the incentive for workers to speak up if they see a problem. In addition, there would be little reason for a firm trying to hire away an employee to buy out the employee’s deferred cash compensation. With only short-vesting deferred equity, a worker may decide that it is better to leave a firm before a problem in her area becomes widely visible than to stay at the firm and try to correct the problem. The deferred cash compensation provides an incentive to stay and attempt to bring the problem to management's attention. If, instead, she chooses to leave, her deferred cash compensation is still at risk.

Another concern regarding deferral and vesting periods is that senior managers might try to delay the resolution of a problem in order to continue receiving payouts from their deferred cash accounts. To avoid this behavior, once an investigation has been opened, the vesting for those implicated and their senior managers could be frozen. This will ensure that the responsible parties bear the costs of their actions regardless of how long it takes to resolve the issue. In addition, if a new senior manager is recruited into the firm to help fix a problem, the manager’s deferred cash account can be exempted from any fines that might arise owing to the earlier problems.

4.6 Labor Market Consequences

The press and academics, at times, point to the unintended consequences of potential regulatory change. Some may argue that a deferred compensation scheme in the banking sector might deprive the industry of highly talented individuals and that industry growth and returns may suffer as a result. This kind of issue is certainly relevant in a public policy debate. It is important to balance any costs against a potential gain in financial stability. While one could argue that the potential gains are elusive since such plans have yet to exist, we would argue

Footnote 36 (continued)
effect of vesting on reducing voluntary departures has been documented in the literature (for example, Mehran and Yermack [1997]), the short deferral of equity and its vesting in our approach is not likely to interfere with bank employees’ mobility.

36 It should be noted that the aim of our framework is not to induce retention (or promote turnover). This is clear for the case of deferred cash. While the

37 See, for example, Murphy (2013) on bonus caps. However, Benabou and Tirole (2015) argue that bonus caps could restore incentives but could generate other distortions.
that the costs are likely to be negligible, given our experience with regulatory reforms. For example, in the banking sector, the certification of financial statements by the chief executive or chief financial officer of each firm did not start with SOX; rather, the requirement goes back to the 1991 Federal Deposit Insurance Corporation Improvement Act (FDICIA). While SOX covers listed companies, FDICIA covers banks; therefore, there are two requirements for listed banking firms. Section 36 of FDICIA requires (among other things) that banks report annually on “Management Responsibility for Financial Statements and Internal Controls” and “Internal Control Evaluation and Reporting Requirements for Independent Public Accountants.” The management responsibility report must be signed by the CEO and the chief accounting or financial officer.\(^{38}\) The important point to note is that there is no evidence of adverse labor market consequences resulting from the adoption of FDICIA or SOX. Arguably, there are transition costs, but changes in regulation often affect organizational tax structure and listing choices, and could motivate the firm to change its regulators (to overcome the regulatory burden), rather than result in changes in the managerial and skilled labor market.\(^{39}\)

\(^{38}\) See Altamuro and Beatty (2010) for the discussion of FDICIA’s internal controls.

\(^{39}\) See, for example, Mehran and Suhir (2009) for the effect of tax changes in the banking industry on organizational tax choices. See Doidge, Karolyi, and Stulz (2015) on the effects of various regulations that affect capital markets.

### 4.7 Disclosure of the Sum of the Deferred Pay

Arguably, annual disclosure of the amount might help financial stability, given the banks’ many stakeholders.

### 5. Estimation of the Potential Size of Deferred Cash and Equity Compensation

In this section, we provide some basic conservative estimates of the potential size of deferred cash and equity under various assumptions, starting with the terms outlined in President Dudley’s October 2014 speech. We rely solely on publicly available data and provide estimates of deferred cash and equity using averaged data from the three largest U.S. banks over the period 2004-13. This horizon is chosen to capture changes in compensation expenses over the crisis period. These calculations should be viewed as illustrative.

Total compensation expenses and employment per year, averaged across the three largest banks, are reported in Columns 2 and 3 of Table 1. Figures are obtained from the FR Y-9C Consolidated Report of Condition and Income, a form that is completed on a quarterly basis by each bank holding company with at least $500 million in total assets. Annual compensation is the sum of compensation and...
benefits. Column 4 uses the information in Columns 2 and 3 to produce average compensation per employee, regardless of employee rank. Two points should be noted. First, average employee compensation is rather high, reflecting the fact that there are many high-income earners in each bank. Second, there does not seem to be a dramatic post-crisis change in average employee compensation and benefits (it should be noted that the numbers are all nominal). Column 5 presents average compensation for the top five executives as reported in the proxy statements filed with the SEC. Executive compensation is the sum of salary, bonuses, and the value of grants of equity-based compensation. These are estimated using a consistent approach and reported in the S&P Compustat ExecuComp database. In Column 6, we report the ratio of the average top five compensation to the average employee compensation. The column produces two insights. First, top five compensation as a fraction of average employee compensation is declining over the period 2004-10. It should be noted that average employee pay does not seem to be getting smaller. Second, the numbers on pay disparity between top management and average employees are far smaller than those reported in the press for all S&P 500 firms.

We next provide estimates of the running totals for the deferred equity and cash program using averaged data from these three banks, assuming that the deferral programs were put into place in 2005. In order to estimate deferrals, the following assumptions are used (note that all figures are nominal):

1. Each bank has about 6,000 material risk takers (this varies across firms, given differences in lines of operation, size of the work force, and international focus).
2. Assumptions in estimating compensation for the top 6,000 employees:
   - The top 50 employees receive forty-two times the average bank employee’s compensation (forty-two times is far below those numbers reported in Column 6 of Table 1).
   - The next 450 employees receive twenty-one times the average bank employee’s compensation.
   - The next 2,500 employees receive sixteen times the average bank employee’s compensation.

<table>
<thead>
<tr>
<th>Year</th>
<th>Sum of Cash Deferred (Billions of Dollars)</th>
<th>Sum of Equity Deferred (Billions of Dollars)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009</td>
<td>12.4</td>
<td>3.0</td>
</tr>
<tr>
<td>2010</td>
<td>14.1</td>
<td>3.2</td>
</tr>
<tr>
<td>2011</td>
<td>15.4</td>
<td>3.3</td>
</tr>
<tr>
<td>2012</td>
<td>16.3</td>
<td>3.4</td>
</tr>
<tr>
<td>2013</td>
<td>17.0</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Deferred cash is 60 percent of deferred compensation. Sum of cash deferred is deferred cash held for five years and vested uniformly on a five-year schedule, beginning with 2004.
Deferred equity is 40 percent of deferred compensation. Sum of equity deferred is deferred equity held for one year and vested uniformly on a three-year schedule, beginning with 2004.

Sources: Federal Reserve Board, Consolidated Financial Statements of Bank Holding Companies (FR Y-9C data); Compustat.
Note: All figures reflect the average of the three largest banks.

- The next 3,000 employees receive eight times the average bank employee’s compensation.

3. Assumptions regarding the deferred compensation program:
   - Fifty percent of annual compensation is deferred.
   - Equity is deferred for one year, with subsequent uniform vesting over three years.
   - Cash is deferred for five years, with subsequent uniform vesting over the next five years (note that vesting does not depend on continued employment).

In Table 2, we provide estimates for the sums of cash and equity that would be available in each year (2009 to 2013) had the deferral program been implemented beginning in 2004. Deferred compensation is estimated as 50 percent of compensation in each year (for the 6,000 material risk takers in each firm), and 60 percent of the deferred amount is held as cash (and 40 percent as equity). The sum of deferred cash in a particular year is calculated as the sum of the deferred cash from the five most recent years plus the uniformly vested amounts from five years prior to that, beginning with 2004. For example, the 2009 figure is calculated by summing cash deferrals from 2005 to 2009 and adding 80 percent of the 2004 cash deferral, 60 percent of

---

40 Benefits should be a much larger fraction of employee pay for lower-rank employees than for more senior employees or material risk takers. Thus, our estimates are unlikely to be affected by the size of benefits allocated to bank employees.
the 2003 cash deferral, 40 percent of the 2002 cash deferral, and 20 percent of the 2001 cash deferral. Similarly, the sum of deferred equity is calculated as the deferred equity plus two-thirds of the previous year’s deferred equity plus one-third of the deferred equity from two years prior. For example, the 2009 figure is calculated by summing the equity deferral in 2009 with two-thirds of the equity deferred in 2008 and one-third of the equity deferred in 2007. The table shows that the aggregate deferred cash over the period 2009 to 2013, averaged for the three banks, is always above $10 billion and nears $20 billion in later years. The aggregate deferred equity is $3 billion in 2009 and climbs to $3.5 billion by 2013.

Table 3 re-estimates the 2009-2013 sums of cash and equity but uses a different proportion of cash to equity. Instead of 60 percent of deferrals being cash, the figures reflect using 50 percent cash (and 50 percent equity) for the deferrals. Under this scheme, the 2013 aggregate deferred cash decreases from $17 billion to $14.1 billion, while equity rises from $3.5 billion to $4.4 billion.

In Table 4, we present an alternative cash schedule based on a program that defers for four years and then vests uniformly for the next three years. The aggregate deferred cash is again always above $10 billion, though it does not climb as high as the figures in Table 2 or Table 3 because of the shorter deferral and vesting period.

Our baseline estimate reported in Table 2 (deferred cash of $17 billion and deferred equity of $3.5 billion for 2013) suggests that the deferred compensation scheme could produce a nontrivial financial buffer. As such, it could address some liquidity shortfalls in adverse scenarios. Acharya, Mehran, and Sundaram (2016) estimate a cash-to-equity ratio requirement of about 20 percent for large banks. We compare our estimate of deferred compensation with that of Acharya, Mehran, and Sundaram, realizing that the two estimates are not directly comparable. We use Compustat to calculate the average equity valuation of the three banks in our study at the end of 2013. We find the average valuation to be $180.8 billion. Therefore, the total deferral compensation for 2013 in Table 2 is 11 percent of the average market capitalization of the three banks, and the cash deferral alone is 9 percent. It should be noted that, while our estimates are not based on an economic model, they are very conservative. For example, managing directors account for 3 to 6 percent of the work force in a large bank, or a lower bound of about 8,000 employees. Our estimates account for 6,000 managing directors. Thus, differences between our estimate and that of Acharya, Mehran, and Sundaram could be much smaller.

### 6. Conclusion

A healthy banking sector is central to the growth of the U.S. economy (and economies elsewhere). A sound banking sector does not imply little or no risk taking;

### Table 3

**Average Aggregate Firm-Level Cash (50 Percent) and Equity (50 Percent) Deferred in Top Three Banks, 2009-2013**

<table>
<thead>
<tr>
<th>Year</th>
<th>Sum of Cash Deferred (Billions of Dollars) ¹</th>
<th>Sum of Equity Deferred (Billions of Dollars) ²</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009</td>
<td>10.3</td>
<td>3.8</td>
</tr>
<tr>
<td>2010</td>
<td>11.7</td>
<td>4.0</td>
</tr>
<tr>
<td>2011</td>
<td>12.8</td>
<td>4.1</td>
</tr>
<tr>
<td>2012</td>
<td>13.6</td>
<td>4.2</td>
</tr>
<tr>
<td>2013</td>
<td>14.1</td>
<td>4.4</td>
</tr>
</tbody>
</table>

¹ Deferred cash is 50 percent of deferred compensation. Sum of cash deferred is deferred cash held for five years and vested uniformly on a five-year schedule, beginning with 2004.

² Deferred equity is 50 percent of deferred compensation. Sum of equity deferred is deferred equity held for one year and vested uniformly on a three-year schedule, beginning with 2004.

Sources: Federal Reserve Board, Consolidated Financial Statements of Bank Holding Companies (FR Y-9C data); Compustat.

Note: All figures reflect the average of the three largest banks.

<table>
<thead>
<tr>
<th>Year</th>
<th>Sum of Cash Deferred (Billions of Dollars) ³</th>
<th>Sum of Equity Deferred (Billions of Dollars) ³</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009</td>
<td>10.8</td>
<td>3.0</td>
</tr>
<tr>
<td>2010</td>
<td>11.3</td>
<td>3.2</td>
</tr>
<tr>
<td>2011</td>
<td>11.7</td>
<td>3.3</td>
</tr>
<tr>
<td>2012</td>
<td>12.1</td>
<td>3.4</td>
</tr>
<tr>
<td>2013</td>
<td>12.6</td>
<td>3.5</td>
</tr>
</tbody>
</table>

¹ Deferred cash is 60 percent of deferred compensation. Sum of cash deferred is deferred cash held for four years and vested uniformly on a three-year schedule, beginning with 2004.

² Deferred equity is 40 percent of deferred compensation. Sum of equity deferred is deferred equity held for one year and vested uniformly on a three-year schedule, beginning with 2004.

Sources: Federal Reserve Board, Consolidated Financial Statements of Bank Holding Companies (FR Y-9C data); Compustat.

Note: All figures reflect the average of the three largest banks.
rather, it implies prudent decision making. Banks generate a great deal of value to the economy, yet as we saw in the 2007-09 crisis, their demise inflicts significant costs on the economy. Because of the importance of banks, the official sector stepped in during the crisis to rescue the banking sector—in fact, it has done so twice in recent times. In the process of this rescue, resources were diverted from other important social goals. Even if the diversion is justifiable, the reality is that society’s resources (and its patience) for these rescue operations are diminishing, partly because banks make up a much larger share of the economy than they did a decade ago.

What should we do differently this time? We need to remind ourselves that finance is a notoriously opaque industry and that future crises are liable to occur because risks are hard to measure and to understand. The goal of public policy should be to reduce the likelihood and severity of these future crises. Essential to this aim is an industry that better manages itself and that limits its reliance on public resources in other potential downturns. In this article, we described the potential benefits of introducing deferred cash compensation for risk takers in the banking industry, including promoting conservatism, inducing internal monitoring, and creating a liquidity buffer. Taken together, these benefits would likely contribute to greater financial stability.
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Cash Holdings and Bank Compensation

1. Introduction

Executive pay in banks and the possible incentives it provides for excessive risk taking have been the focus of considerable attention in the wake of the financial crisis. A particular concern is that traditionally compensation has been designed to align management’s interests with those of equity holders but not those of creditors or other stakeholders such as taxpayers. From a regulatory perspective, the challenge is to modify compensation design in a way that continues to encourage value creation even as it discourages excessive risk taking that could lead to bank failures.

In this article, we offer a simple set of guidelines for this purpose. Our approach, which relies on the use of cash rather than debt or equity as compensation, offers a framework for thinking about the role of cash in a bank’s capital structure and for identifying a lower bound on the amount of cash that banks should be required to hold to help reduce the risk of systemic crises. The simplicity and transparency of a cash requirement—as well as the ease with which such a requirement could be made operational—are key. Our objective is to draw on the various properties of cash as part of a bank’s assets to furnish us with a benchmark level of cash holdings that is optimal from a regulatory standpoint.

Distilled to its basics, our approach is to use cash compensation in banks as a contingent asset of the banks. We propose that incentive compensation in banks involve a substantial cash component; that this component be deferred and placed in an escrow account with a vesting schedule; and that ownership of the account revert to the bank in “stressed” times (subject to creditors’ forfeitures), allowing the bank to access this cash to pay down its debt or otherwise bolster its assets.

Importantly, we do not pin down the absolute size of cash holdings but determine this sum in relation to the bank’s equity levels and other parameters; inter alia, as the equity cushion decreases, our proposed cash holding requirement increases. As an alternative to holding more cash, banks can choose to deleverage to bring down the minimum required cash holdings.

For “typical” numbers for U.S. banks, we find a cash requirement of around 18 to 25 percent of equity value. However, empirical analysis suggests that the numbers are highly variable depending on the actual asset mix used by a bank at a given point in time; for instance, looking at the years immediately preceding the crisis, we find that cash requirements for many U.S. financial institutions (including those like Fannie Mae and Freddie Mac that would later fail) often exceeded 50 to 60 percent even by late 2006 and early 2007.¹

¹ Several recent proposals aim to increase the liability of bank management and thereby address risk-taking incentives (notably, Admati, Conti-Brown, and Pfleiderer [2012]; Baily et al. [2013]; and Calomiris, Heider, and Hoerova [2015]). While there are some conceptual differences between our cash compensation proposal and theirs, the key distinguishing features of our proposal are that it is easy to operationalize, fits naturally into the “stress test” approach used by regulators to manage risks of systemically important financial institutions, and, as we show in this article, can be readily calibrated.
There is an important, if obvious, caveat to our proposal. Since our analysis focuses on avoiding bank failures in stressed times, the cash holdings we derive will necessarily be more than those required in “normal” times. We regard this as the natural cost of a strategy that aims to reduce the costs of financial system disruption stemming from bank failures.

Our proposal is outlined in Section 2; a discussion of its empirical properties follows in Section 3. Section 4 examines the use of deferred cash in compensation and its role in promoting financial stability relative to that of other instruments, such as inside debt, deferred equity, and contingent capital. The model underlying the proposal is presented in Section 5.

2. The Proposal

In Section 5 we derive our minimum cash holding rule in a simple model. We find that a bank’s minimum cash \( C \) holding must satisfy

\[
C \geq (1 - q)D - qE(1 - MES),
\]

or, equivalently, that

\[
\frac{C}{E} \geq (1 - q)\frac{D}{E} - q(1 - MES),
\]

where \( D \) is the amount of the bank’s debt, \( 1 - q \) is the potential loss in asset value that would result from a liquidation in stressed times, \( E \) is the equilibrium value of the bank’s equity (assuming implementation of our proposal), and \( MES \) is the marginal expected shortfall of bank equity conditional on the bank’s being stressed at the time.

2.1 A Numerical Illustration

Suppose that

1. the initial capital structure is \( \frac{D}{E} = 9.0 \);
2. the loss in asset value from forced liquidation is 6 percent, so \( q = 0.94 \); and
3. in a stress scenario, the bank loses 50 percent of equity value in a crisis, so that \( MES = 0.50 \).

Then, plugging these numbers into the right-hand side of expression (2), we obtain the condition

\[
\frac{C}{E} \geq (0.06 \times 9.0) - [0.94 \times 0.50] = 0.07,
\]

meaning that the bank’s cash holding should be around 7 percent of its equity value. Of course, cash requirements would climb steeply as losses in liquidation mount. For example, if we assume \( 1 - q = 8 \) percent, the required minimum cash ratio rises sharply to 26 percent, while at \( 1 - q = 10 \) percent, the required minimum escrowed cash holding surges to 45 percent of equity value.

3. Empirical Analysis

Using historical estimates of \( MES \) from the NYU Stern School of Business V-Lab, which calculates long-run marginal expected shortfall (\( LRMES \)) in a stress scenario (modeled as a 40 percent decline in the S&P 500 index) and making an assumption concerning \( q \), we can use the model to compute the required cash holding-to-equity ratio for banks. Of course, these numbers are only meant to be indicative. Different values for \( q \) and for anticipated equity-value losses in a stressed situation will give rise to different numbers.

We present in Chart 1 the computed values of this ratio for five banks that survived the crisis—Bank of America, Citigroup, JPMorgan Chase, Goldman Sachs, and Morgan Stanley—from March 2000 to July 2013 on a monthly basis. The computations take \( q = 0.94 \) (so the loss in asset value from forced liquidation is \( 1 - q = 0.06 \) or 6 percent). For each month, we smooth the calculated values by taking the average of the cash-to-equity ratio over the past three months.

Chart 2 depicts the same information with a different scale on the y-axis. Note that even prior to the collapse of Bear Stearns in mid-March 2008, three of these banks would have needed cash-to-equity ratios greater than 20 percent, according to the model. That is, in a scenario in which losses in a future market downturn were anticipated to be 40 percent, these firms were operating well off the model’s minimum recommended cash-to-equity ratios.

The model can also be used to compute cash-to-equity ratios for institutions that failed during the crisis. Charts 3 and 4 present this information for Bear Stearns, Lehman Brothers, Fannie Mae, Freddie Mac, and Wachovia. Chart 3 displays computed ratios from July 2000 to August 2008 that show the cash requirements exploding as these firms approach severe distress, near-failure, or failure.

Chart 4 focuses on the period July 2006 to August 2008, and shows that for all of these institutions except Wachovia,

\[^2\] For more discussion, see Acharya et al. (2010); Acharya, Engle, and Richardson (2012); and Brownles and Engle (2011).
the cash-to-equity ratio requirement would already have been much higher than 20 percent by March 2007. Fannie Mae and Freddie Mac, in particular, would have required cash-to-equity ratios exceeding 60 percent even by late 2006, reflecting their steeply rising debt levels during this period.

4. Why Cash and Not Inside Debt, Deferred Equity, or Contingent Capital?

Deferred cash compensation is akin to “inside debt,” that is, debt claims held by those inside the firm. The use of debt in executive compensation provides incentives for executives to undertake corporate policies that protect the value of these fixed claims, thereby lowering the firm’s default risk (Jensen and Meckling 1976). Such policies could include some or all of the following: investing in safer projects, lowering the firm’s leverage, reducing payouts (such as dividends) to other claimholders, stockpiling cash, and engaging in diversification activities that lower risk (even those that may sometimes be value-reducing).3

A number of recent papers have confirmed that debt-like compensation reduces incentives for risk taking (Bechchuk and Spamann 2009; Edmans and Liu 2011; Mehran 2008; Sundaram and Yermack 2007; Wei and Yermack 2011). For instance, Sundaram and Yermack (2007) find that higher holdings of inside debt by managers reduce the likelihood of firm default. Similarly, Wei and Yermack (2011) find that firms in which chief executive officers (CEOs) had larger pensions and deferred pay in their compensation packages exhibited lower credit spreads and higher bond prices, implying that markets were pricing in the lowered risk incentives stemming from the deferred debt-like claims. The findings for financial firms mirror those for nonfinancial firms. For example, Bennett, Güntay, and Unal (2015) document that a higher incidence of inside debt relative to inside equity in a CEO pay package in 2006 is associated with lower default risk and better performance during the crisis period 2007-08. They also find that higher CAMELS ratings (bank supervisory assessments of capital adequacy, asset quality, management capability, earnings, liquidity, and sensitivity to market risk) are associated with greater CEO inside debt compensation.

Nevertheless, three important features distinguish our deferred cash proposal from the inside debt approach and lead us to prefer our proposal. First, under our proposal, ownership of the (escrowed) deferred cash compensation reverts to the bank in times of stress so that the bank can repay its debts (or, more generally, so that it can repay any nonequity liabilities that if ignored could constitute a default). Thus, almost by definition, the deferred cash compensation of insiders in

---

3 Substantial evidence supports the idea that the form of managerial compensation affects corporate policies (see, for example, Murphy [1999] or Frydman and Jenter [2010]). On the theoretical side, compensation ideas have been developed in the context of financial firms by Mehran (2008) and Bolton, Mehran, and Shapiro (2015).
our proposal is junior to all other debt. In contrast, current inside debt proposals, to the best of our knowledge, would give insiders a slice of bank debt that is repaid in tandem with other debts.

Second, deferred cash under our proposal would be escrowed, and management and shareholders would not have the discretion to deploy the cash for risk-taking purposes. While rewarding insiders with debt (rather than cash) would preserve the bank’s cash, the current inside debt proposals do not explicitly require that retained cash be outside of managerial and shareholder discretion. Indeed, if inside debt is not designated as the senior-most debt of the firm, management and shareholders would have incentives to deploy the cash for risk-taking purposes, with the intention of shifting risk to the senior creditors.

Third, deferred equity or equity-linked claims (including options) do not provide quite the same incentives toward conservatism as deferred cash or debt-like claims. Although the deferral aspect will induce some risk aversion, equity, as the residual claim on the firm’s assets, benefits from an increase in firm volatility. Hence, the incentive to reduce risk is smaller with deferred equity than it is with deferred cash or inside debt.

Finally, our proposal is closely related to, but distinct from, the notion of “contingent capital” (Flannery 2005; Squam Lake Working Group on Financial Regulation 2009). Contingent capital is debt that converts to equity under pre-specified triggers, thus reducing the leverage ratio of the bank in stressed times. As such, contingent capital is effectively a contingent liability of the bank, whereas the cash in our model represents a contingent asset; of course, to the extent that cash may be viewed as negative debt, this distinction in terminology may not in itself be that important. But unlike contingent capital, the contingent asset in our proposal is intended to come entirely from deferred executive compensation, and so directly affects risk-taking incentives of the executive. Moreover, there is no dilution of existing equity from the trigger in our approach. Further, the cash is compensation that has already been paid out by the bank but which is held in escrow to be clawed back in poor times; it is not a liability owed by the bank.

5. Deriving the Minimum Cash Holding Rule

Here we turn to the model underlying the proposal. Consider a single-period binomial model for distribution of the value of a bank’s noncash assets. The current value of assets is $A$. At the end of the period, the assets may be worth $A^h$ in state $H$, which arises with a probability of $p ∈ (0,1)$. Alternatively, they may be worth $A^l$ in state $L$ which arises with a probability of $(1 − p)$, where $A^h > A^l$. 

---

4 We observe, too, in this context that the transfer of ownership of cash compensation from insiders to the bank in the event of stress does not constitute (in a technical sense) “default” by the bank on its creditors. In contrast, failure to pay on inside debt would constitute a default unless the terms of the contract explicitly allow for the possibility.
The bank's owners have an option at date 0 to alter the quality of noncash assets from the benchmark cash flow structure to a riskier cash flow structure, such that the future value of assets in states $H$ and $L$ is given respectively by $A'$ and $0$, and the probability of these states is altered as well to $p'$ and $(1 - p')$, respectively. In this case, the current value of the assets will be denoted as $A'$.

The bank has legacy debt of face value $D$, which is due at the end of the period, and a starting stock of contingent cash assets worth $C$, which are assumed to be riskless with no fluctuation in value across the states $H$ and $L$. The cash $C$ is to be thought of as an escrow account carrying the deferred cash compensation of bank employees. However, if the bank cannot meet its creditor payments, the escrow account would be made available to fulfill these payments; only if creditor payments can be met fully from asset cash flows will the deferred cash compensation be paid out to bank employees.

The discount rate is assumed to be zero throughout, which is also the rate of return on cash assets. Bank owners as well as creditors are assumed to be risk-neutral. Debt claims are assumed senior to all other claims, and there is no violation in any state of this priority structure. Under these assumptions, it follows that

$$ A = pA^h + (1 - p)A', $$

and

$$ A' = p'A^h. $$

We will assume further that an interim and perfect signal about the future state of the world becomes available to bank owners as well as creditors. Upon receipt of this signal, if it is optimal for creditors to "run" on the bank's assets and force them to be liquidated, then the liquidation value of assets is a fraction $q \in [0,1)$ of the future value. We assume that $A' > D > qA^h$, so that even if the bank has no cash assets ($C = 0$), creditors can be paid in full in state $L$ if they wait for realization of the value of the noncash assets. But if they force early asset liquidation, they incur a haircut in their recovered payoff relative to the promised payoff. We also assume, in contrast, that $qA^h > D$ and $qA^h > D$, so that in state $H$ creditors can be paid in full, even if the bank has no cash assets and early liquidation is forced.

We will assume for now that, owing to a coordination problem, creditors may run on the bank in state $L$ (in the case of the benchmark assets) and force asset liquidation provided that

$$ qA' + C < D. $$

This run can be rationalized as a "sun spot" along the lines of Diamond and Dybvig (1983).

In what follows, we calculate what cash levels enable the bank to avoid a run in state $L$, preserve equity value in this state, and in turn, preserve bank owners' ex ante incentives not to switch from the benchmark asset to the alternative riskier asset.

5.1 Analysis

We first calculate the value of bank equity in the benchmark assets case assuming a run and no run, denoted as $E'$ and $E''$, respectively.

- Run: In the case of a run in state $L$, bank owners and employees are left with no residual cash flows; in state $H$, creditors are paid off from cash flow $A^h$, cash is paid out to employees, and the residual $(A^h - D)$ is residual cash flow that accrues to bank equity. As a result,

$$ E' = p(A^h - D). $$

- No run: In the case in which there is no run in state $L$, the bank owners are left with a residual cash flow $(A^r - D)$ and employees are paid out the cash $C$. As a result,

$$ E'' = p'(A^r - D) + (1 - p')(A' - D) = A - D. $$

It can be readily observed that $E' < E''$ for all $D$.

Next, it is straightforward to see that the value of bank equity in the riskier assets case is given by

$$ E' = p'(A^r - D). $$

Since there is no cash flow from assets in state $L$ in the riskier assets case, whether there is a run or not is irrelevant for bank equity valuation.

We now analyze the incentives of bank owners at the beginning of the period to alter the riskiness of noncash assets from the benchmark case to the riskier one:

- Run: If bank owners anticipate a run in state $L$ in the benchmark assets case, they switch to the riskier asset if and only if

$$ E' < E'. $$
• No run: If bank owners do not anticipate a run in state \( L \) in the benchmark assets case, they switch to the riskier asset if and only if

\[
E^r < E'.
\]

Then, we obtain the standard asset-substitution or risk-shifting result (Jensen and Meckling 1976) that there is an incentive to switch to the riskier asset whenever the firm’s debt level is sufficiently high. So, we have the following:

**Lemma 1:** \( E^r < E' \) if and only if \( D > D' \equiv \frac{pA^h - p'A^v}{p - p'} \).

Similarly,

**Lemma 2:** \( E^r < E' \) if and only if \( D > D'' \equiv \frac{A - p'A^v}{1 - p'} \).

Finally,

**Proposition 1:** \( D'' > D' \).

In other words, risk-shifting incentives are weaker when there is no expectation of a run in state \( L \) in the benchmark assets case. The intuition is that this condition preserves equity value in state \( L \) and reduces the benefits of gambling for resurrection by switching to the riskier assets.

We can now ask what level of cash assets would be necessary to avoid a run and also have the desirable effect of reducing bank owners’ risk-shifting incentives. There is no run in state \( L \) in the benchmark assets case provided that

\[
qA^r + C \geq D,
\]

or, in other words, provided that

\[
C \geq D - qA^r.
\]

We define the bank’s expected shortfall (\( ES^w \)) to be the percentage change in equity valuation between the beginning of the period and state \( L \) in the case of no run. The result is that

\[
ES^w = 1 - \frac{(A' - D)}{(A - D)}.
\]

Rearranging this equation, we can express \( A' \) in terms of \( ES \) as

\[
A' = D + (A - D) (1 - ES^w)
\]

(14)

\[
= D + ES^w (1 - ES^w).
\]

(15)

Substituting in the condition for no run, we obtain our main result, which expresses the cash requirement for the bank that avoids a run as:

**Proposition 2:** \( C \geq (1 - q)D - qES^w (1 - ES^w) \).

Since the asset liquidation losses \( (q < 1) \) are generally incurred during systematic states of nature, we can replace \( ES^w \) with \( MES^w \), which is the marginal expected shortfall of bank equity, conditional on an adverse market or adverse aggregate state.

Finally, if we consider incentives from the standpoint of a bank management that not only owns all bank equity but also factors in its cash payouts, we again obtain the result that there is risk shifting when bank debt is sufficiently high. In the cases of a run and no run, the critical debt levels above which risk shifting occurs are given respectively by \( D''^m = D + C \), and \( D''^m = D'' + C \). In turn, it follows that \( D''^m > D''^m \).

Risk-shifting incentives are weaker for management than bank owners, because management has additional liability from its deferred cash compensation. However, the relative risk-shifting incentives between the run and no-run cases are unaffected, so that if it is desirable to avoid the run in order to reduce risk-shifting incentives, then the cash requirement is identical to the one in our proposition.
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Bank Corporate Governance: A Proposal for the Post-Crisis World

1. Introduction

Legislation and regulation, particularly laws and regulations related to corporate finance and financial markets, tend to follow crisis. The myriad corporate scandals in the previous decade led to a heightened awareness of the role played by corporate governance, so it is hardly surprising that corporate governance has been the focus of regulation for some time now. In the wake of Enron, Tyco, and other high-profile failures, the Sarbanes-Oxley Act of 2002 focused on the internal controls of firms and the risks that poor governance imposed on the market. In the aftermath of the recent financial crisis, the Dodd-Frank Wall Street Reform and Consumer Protection Act unleashed a plethora of changes for markets that involved restrictions on what banks can do, who can regulate them, and how they should be liquidated, as well as mortgage and insurance reform and consumer protection initiatives.

Surprisingly, the duties required of bank directors per se were not a focus of specific attention in either act. We believe the role that bank corporate governance issues played in the financial crisis is not inconsequential and that, as suggested by the recent JPMorgan Chase London Whale fiasco, these bank corporate governance issues pose an ongoing risk to the financial markets. Hence, bank corporate governance in the post-crisis era warrants careful review.

That governance problems can arise in banks is well understood (Levine 2004; Bebchuk and Spamann 2010; de Haan and Vlahu 2013; Adams and Mehran 2008, revised 2011; Calomiris and Carlson 2014). What may not be appreciated, however, is the degree to which the unique features of banking complicate both the role of the board and its governance effectiveness. In an earlier paper (Macey and O’Hara 2003), we reviewed the different models of corporate governance, with a particular focus on the duties that board members owe to different constituencies. We argued that these unique features of banks dictated a heightened “duty of care” for bank directors.1 The duty of care is the obligation to make reasonable, fully informed decisions and more generally to manage the corporation with the care that a reasonable person would use in the management of her own business and affairs.

1 The duty of care is the obligation to make reasonable, fully informed decisions and more generally to manage the corporation with the care that a reasonable person would use in the management of her own business and affairs.
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We propose new “banking expert” and “banking literacy” requirements for bank directors akin to the “financial expert” requirements imposed on audit committees by Sarbanes-Oxley.

of banks, and the increased challenges in monitoring these complex institutions, require greater expertise on the part of bank directors. We propose new “banking expert” and “banking literacy” requirements for bank directors akin to the “financial expert” requirements imposed on audit committees by Sarbanes-Oxley. As we argue, these requirements would mandate a higher level of competence for bank directors, consistent with the greater knowledge required to understand and to oversee today’s more complex financial institutions.

It has been argued that large, complex financial institutions are now simply too large to govern—that “too big to fail” is “too big to exist.” This may be true, but before we throw in the towel on the corporate form of bank organization in favor of some regulator-based form of control, we think it makes sense to try to craft a more relevant corporate governance standard for banks. Similarly, it has been argued that mendacity is to blame for the myriad scandals in banking—that bank management, and presumably bank directors, are somehow not sufficiently motivated to “do the right thing.” This, in turn, results in a culture problem in banking that leads to bad behavior. While acknowledging the importance of cultural reforms in banking, we argue that operating and monitoring a complex financial institution is extremely difficult, and that one solution to better bank management lies in better bank corporate governance. Our proposals here are a step in that direction.

This article is organized as follows. In the next section, we draw on earlier work as well as lessons learned from the JPMorgan London Whale debacle to talk about how governance problems arise in banks and why these problems differ from those arising in other firms. We discuss how the growing complexity of banks creates a new set of governance problems, and how recent structural changes such as dual boards have contributed to governance failures in banking. In Section 3, we consider how these corporate governance problems have traditionally been dealt with in banks, and we discuss recent approaches taken in the United States and other countries to make bank corporate governance more effective. In Section 4, we set out our alternative approach for bank corporate governance. We argue that bank directors should meet professional standards, as opposed to the amateur standards that apply to other corporate directors. We propose even more rigorous standards for members of bank risk committees, recognizing that failures in bank risk management impose significant costs on the financial system and on the economy more generally.

2. Bank Corporate Governance: Why Is It So Difficult?

Generally speaking, the problem of corporate governance stems from agency problems that emerge when the residual claims on a firm’s income take the form of shares of stock that are mostly owned by people who are not involved in the management or operations of the company (Berle and Means 1932; Jensen and Meckling 1976). In order to ameliorate agency costs, over time corporate law has developed the general rule that fiduciary duties should be owed exclusively to shareholders (Macey 1999). The justification for making shareholders the exclusive beneficiaries of the fiduciary duties owed by managers and directors is based on the fact that creditors, as fixed claimants, can safeguard their investments through a combination of pricing and the imposition of contractual protections such as conversion rights or put options (Macey and Miller 1993).
In our earlier article on corporate governance problems in banks (Macey and O’Hara 2003), we argued that banks are different from other firms and that the economic policies that justify making shareholders the exclusive beneficiaries of fiduciary duties do not apply with the same force to banks that they do to other types of corporations, such as manufacturing or technology companies. We believe these difficulties have only increased in the past decade, with the result being that banks in the post-crisis era face even greater corporate governance difficulties. Specifically, we believe that a variety of features unique to banks make them more risky, fragile, and difficult to monitor and control than other firms (Macey and O’Hara 2003, 97).

2.1 Asset Structure and Liquidity
Creation by Banks

First, because of their unusual capital structures, banks have a unique role in generating liquidity for the economy. It is well known that banks’ balance sheets are highly leveraged (Bebchuk and Spamann 2010; Flannery 1994), with fixed-claim creditors supplying 90 percent or more of the funding that banks require to operate. Moreover, these fixed-claim liabilities generally are available to creditors (depositors) on demand, while on the asset side of the balance sheet, banks’ loans and other assets have longer maturities.

The development of increasingly robust secondary markets and banks’ ability to securitize assets has enabled banks to move assets off of their balance sheets, but this process has not led to a reduction in the size of banks’ balance sheets: banks tend to grow rather than shrink even as they securitize more of their assets. Because a bank’s more transparent and liquid assets tend to be sold either outright or as part of a pool of securitized financial assets, what is left on its balance sheet is generally the more opaque and idiosyncratic assets. Arguably, these evolutionary developments in capital markets have led to a secular deterioration, rather than to an improvement in the transparency and liquidity of bank assets.

The phenomenon of simultaneously holding transparent, liquid liabilities on the one hand and illiquid, opaque assets on the other enables banks to serve the vital economic role of creating liquidity (Diamond and Dybvig 1983). However, to create liquidity, banks must lend the funds that they receive from deposits and other short-term liabilities, and, consequently, banks keep only a small fraction of funds as reserves to satisfy depositors’ demands for liquidity. This asset transformation process results in a situation in which no bank has sufficient funds on hand to satisfy the demands of depositors if a significant number demand payment simultaneously.

The mismatch in the liquidity characteristics and term structure of banks’ assets leads to bank runs and other systemic problems in the financial system. With greater than a third of U.S. bank liabilities uninsured, rational uninsured depositors (and claimants) will try to be among the first to withdraw before other nimble creditors deplete the banks’ assets. Thus, bank depositors, unlike creditors in other companies, are in a situation closely akin to the classic prisoner’s dilemma. This prisoner’s dilemma can lead to failures in solvent banks because the need for liquidity in the event of a run or panic can lead to fire-sale liquidations of assets, thereby spreading problems to heretofore solvent banks. For bank directors, the need to manage such liquidity risks is fundamental to a bank’s survival.

2.2 Deposit Insurance, Moral Hazard, and the Conflict between Fixed Claimants and Equity Claimants

The existence of federally sponsored deposit insurance means that banks can continue to attract liquidity to fund their operations even after they are insolvent. Thus, unlike other sorts of companies, it is virtually impossible for federally insured banks to become insolvent in the “equitable” sense of being unable to pay their debts as they come due in the ordinary course of business. Federal insurance eliminates the market forces that starve nonfinancial firms of cash. The federal government has attempted to replace these market forces with regulatory requirements, including

Unlike other sorts of companies, it is virtually impossible for federally insured banks to become insolvent in the “equitable” sense of being unable to pay their debts as they come due in the ordinary course of business.

3 The discussion here is also reviewed in Macey and O’Hara 2016.

4 In bankruptcy law and practice, there are two types of insolvency. Insolvency in the balance sheet sense means that the value of a company’s liabilities is greater than the value of its assets. Insolvency in the equity sense means that the firm is unable to pay its debts as they come due in the ordinary course of business (Jurinski 2003, 33).
capital requirements and rules regarding the “prompt resolution” of financially distressed banks. Nevertheless, it seems clear that the well-established tenet of corporate finance that there is a conflict between fixed claimants and shareholders is, as we previously observed, “raised to a new dimension in the banking context” (Macey and O’Hara 2003, 98). In banking, neither creditors nor capital markets have incentives to negotiate for protections against risky, “bet-the-bank” investment strategies or to demand compensation for such risk in the form of higher interest payments.

Bebchuk and Spaman (2010) argue that these agency conflicts manifest particularly in problems with bank executive compensation. They make the intriguing point that governance reforms aimed at aligning compensation with shareholder interests—such as say-on-pay votes, use of restricted stock, and increased director independence—fail in banks because shareholders also benefit from bank management taking on excessive risk. This raises the disturbing specter that bank directors are in fact doing their jobs—but that their jobs do not include adequately recognizing the systemic risks that banks pose for the financial system.

2.3 Monitoring and Loyalty Problems: The London Whale

The moral hazard caused by deposit insurance coupled with imperfections in the regulatory system leads not only to excessive risk taking by banks but also to an industrywide reduction in levels of monitoring within the firm, resulting in a higher incidence of large losses and bank failures caused by fraud. The high incidence of fraud is attributable both to the lack of monitoring by creditors and to the highly liquid form of banks’ assets, which makes it easy to divert bank assets to private use relative to less liquid assets such as factories and equipment.

Shareholder incentives to prevent fraud and self-dealing through monitoring exist in banks as they do in other types of companies. As in these other types of companies, however, “such monitoring is notoriously ineffective in many cases because individual shareholders rarely have sufficient incentives to engage in monitoring because of collective-action problems” (Macey and O’Hara 2003, 98).

Perhaps no event illustrates the endemic monitoring and other corporate governance problems in the context of the banking industry more clearly than the London Whale trading loss debacle. The U.S. Securities and Exchange Commission charged JPMorgan Chase with misstating financial results and lacking effective internal controls to detect and prevent its traders’ fraudulent overvaluing of investments to conceal hundreds of millions of dollars in trading losses. In the wake of this case, Mary Jo White, the new chair of the SEC, deployed her marquee policy to require admissions of wrongdoing in certain “egregious” cases.

The SEC’s lawsuit against JPMorgan charged the company with violating provisions of Sarbanes-Oxley relating to corporate governance and disclosure. In particular, Sarbanes-Oxley requires public companies to maintain disclosure controls and procedures that ensure that important information reaches the appropriate persons so that timely decisions can be made regarding disclosure in public filings. Also at issue were JPMorgan’s alleged violations of SEC regulations requiring corporate managers to evaluate on a quarterly basis the effectiveness of the company’s disclosure controls and procedures and to disclose management’s conclusion regarding their effectiveness in its quarterly filings. The SEC also alleged that even after JPMorgan announced a trading loss of

---

5 See remarks of R. L. Clarke in Comptroller of the Currency News Release no. NR 88-5 (1988, 6) noting that fraud and self-dealing were “apparent” in as many as one-third of the bank failures that occurred during the 1980s. See also Jackson and Symons (1999, 152), citing a study by the U.S. General Accounting Office on bank failures in 1990 and 1991 that reported that in slightly more than 60 percent of these failures (175 out of 286), insider lending was a “contributing factor.”


9 SEC Order. Such requirements on internal accounting controls are intended to “provide reasonable assurances that transactions are recorded as necessary to permit preparation of reliable financial statements.”

10 SEC Order.
approximately $2 billion on May 10, 2012, the full extent of the trading losses that occurred during the first quarter of 2012 was not detected and reported. This failure resulted, in part, from the ineffectiveness of internal control functions within the bank's Chief Investment Office, which was known as the Valuation Control Group (CIO-VCG). Within banks, valuation control units are a critical part of internal controls because they monitor and control for the accuracy of valuations of the financial assets acquired and held by traders and other market professionals within the firm. From a corporate governance perspective, it is obvious that a valuation control group must be independent of the trading desks it monitors in order to be effective. The consequences of a corporate governance failure in this respect are severe because such failures risk both the inaccurate valuation of the bank's assets as well as the material misstatement of the bank's financial condition in its public filings. In the case of JPMorgan, the SEC found that JPMorgan's CIO-VCG was “unequipped to cope with the size and complexity of the credit derivatives” that were the principal assets in the bank's synthetic credit portfolio (SCP). As of March 31, 2012, the SCP contained 132 trading positions with a net notional amount of approximately $157 billion.

The SEC also found that the CIO-VCG “did not function as an effective internal control” during the relevant time period because the CIO-VCG was “understaffed, insufficiently supervised, and did not adequately document its actual price-testing policies.” Perhaps more disturbingly, it appeared to the SEC that the price-testing methodology used by CIO-VCG “was subjective and insufficiently independent from the SCP traders, which enabled the traders to improperly influence the VCG process.” In addition, during the first quarter of 2012, CIO-VCG failed to escalate to CIO and JPMorgan management significant information that management required in order to make informed decisions about disclosure of the firm's financial results for the first quarter of 2012. As a result, JPMorgan did not in a timely fashion detect or effectively challenge questionable valuations by the SCP traders as the portfolio's losses accumulated in the first quarter of 2012, leading the bank to publicly misstate its financial results for that period.

Another significant corporate governance failure was inadequate communication between JPMorgan's senior management and the audit committee of JPMorgan's board of directors. JPMorgan senior management initiated reviews of the CIO-VCG's work after learning of significant disputes between the bank and its counterparties about the value of the assets held in the synthetic credit portfolio. From these reviews, the bank's management learned that there were problems with the CIO-VCG's price testing and “an undue amount of subjectivity” in its control function. Contrary to the requirements of Sarbanes-Oxley, however, JPMorgan's management did not inform the audit committee or the bank's board of directors that it was aware of significant deficiencies or material weaknesses in the firm's internal control over financial reporting. As the SEC observed in its order, this information must be passed along to the board by management to enable “the Audit Committee to fulfill its oversight role and help to assure the integrity and accuracy of information.”

The internal problems were egregious. For example, when losses were incurred on the traditionally profitable SCP in the first quarter of 2012, the senior SCP trader instructed other SCP traders to stop reporting losses to CIO management unless there was a market-moving event that could easily explain the losses. At least one SCP trader changed his daily marking methodology for the SCP and began assigning values at the point in the bid-offer spread that

---

11 SEC Order.
12 SEC Order.
13 The SCP was invested in two primary index groups: CDX, a group of North American and emerging markets indexes, and iTraxx, a group of European and Asian indexes. Some indexes referenced companies considered to be investment grade and others referenced companies considered to be high-yield (which generally means that their credit risk is viewed as higher). Investors in CDX and iTraxx indexes, including CIO, can be “long” risk, which is equivalent to being a seller of CDS protection, or “short” risk, which is equivalent to being a buyer of CDS protection. See Annex A to SEC Cease-and-Desist Order.
14 Annex A to SEC Order.
15 SEC Order, 2.
16 SEC Order, 2.
resulted in the highest valuations of the SCP positions, a valuation technique inconsistent with Generally Accepted Accounting Principles (GAAP). 17 Things got much worse when this trader even began valuing assets at prices that were completely "outside every dealer's bid and offer received that day" and thereby "intentionally understated mark-to-market losses in the SCP."

In JPMorgan's $200 million settlement of the SEC's enforcement action against it, the bank acknowledged

The opacity of bank activities, combined with the complexity of risk management activities involving the valuation and control of complex asset positions, creates significant monitoring difficulties for directors.

significant corporate governance failures. For example, the bank admitted that significant facts learned in the course of the various internal reviews were not shared in meetings and calls among the participants in such reviews. As a result, these facts were not escalated to JPMorgan senior management or communicated to the audit committee of the board in a timely fashion. Also apparently missing in action was the bank's risk committee, which was not kept informed of what was clearly a gaping hole in the bank's risk management process.

The Board of Governors of the Federal Reserve System (the Fed) joined the SEC in suing and settling with JPMorgan Chase & Co., the registered bank holding company that owns and controls the bank. 20 The Fed's order did raise these deficiencies in risk management and oversight, in addition to concerns with the governance, finance, and internal audit functions of the company. 21

As we argued in Macey and O'Hara (2003), the mismatch between the maturity and liquidity characteristics of banks' assets and liabilities, banks' unusually high leverage, and the moral hazard caused by such institutional features as the Fed's discount window, deposit insurance, and the expectation of bailouts largely defined the unique corporate governance problems experienced by banks. 22 These characteristics remain, but the JPMorgan London Whale debacle underscores an important new dimension of bank corporate governance problems: The opacity of bank activities, combined with the complexity of risk management activities involving the valuation and control of complex asset positions, creates significant monitoring difficulties for directors. 23

Thus, a large part of the problem with JPMorgan appears to be that the firm's directors lacked the special expertise necessary to evaluate the nature and quality of the information they were getting (or not getting) from managers (Pozen 2010). JPMorgan was not by any means the only financial institution whose board lacked sufficient industry and financial markets expertise. When Citibank teetered on the brink of insolvency, requiring a massive federal bailout, its board was "filled with luminaries from many walks of life—It boasted directors from a chemical company, a telecom giant, and a liberal arts university, for example. Yet in early 2008, only one of the independent directors had ever worked at a financial services firm—and that person was concurrently the CEO of a large entertainment firm" (Pozen 2010).

2.4 Dual Boards and the Oversight of Banks

Yet another governance challenge arises from the unique structure of banks, which are largely controlled by holding companies. With the conversion of Goldman Sachs and Morgan Stanley to bank holding companies and financial holding companies during

17 Annex A to SEC Order, 2. Under applicable accounting rules, the positions in the synthetic credit portfolio had to be marked "within the bid-ask spread" at the point that is "most representative of fair value in the circumstances," with a particular emphasis on the price at which the traders could reasonably expect to transact. GAAP also allows for the use of midmarket pricing "as a practical expedient for fair value measurements within a bid-ask spread."

18 Annex A to SEC Order, 3.

19 Annex A to SEC Order, 11.

20 In addition to the SEC's enforcement action, the Office of the Comptroller of the Currency, which regulates the national bank subsidiaries of the holding company, and the U.K. Financial Conduct Authority filed lawsuits against JPMorgan Chase, N.A., the bank subsidiary of JPMorgan.


22 See Calomiris and Carlson (2014) for a discussion of the factors leading to bank corporate governance issues in the era predating deposit insurance.

23 See also Mehran, Morrison, and Shapiro (2011), who make similar complexity and opacity arguments in their analysis of governance problems in the financial crisis.
supervision acknowledges that bank holding companies wield control over the banks they hold.

From a governance perspective, the holding company’s board inevitably exerts control over the banks within the holding company structure, particularly where, as is often the case, the directors of the bank holding company also sit as officers and directors of the bank. As such, it is each holding company director’s duty to control risk down to the level of the banks the BHC holds.29 This means that the directors of holding companies, like the directors of the banks themselves, must be involved in the governance, risk-management, and monitoring and oversight of the banks and bank affiliates within the holding company structure. The formal corporate separateness of BHCs and the banks they control does not release holding company directors from responsibility for the actions of their subsidiary banks even if some directors are on the board of a BHC but not on the board of the bank.30

Howell Jackson has observed that holding companies and the banks they own and control are not truly separate as a practical matter:

> Within bank holding companies, there is a natural tendency of management to centralize decision-making power and resources in the parent bank or BHC. It is doubtful that management would leave the bank and nonbank subsidiaries free to make the important business decisions as to activities, reinvestment of profits, and new markets. It is more likely that there would be significant centralization of decision making at the parent-company level, with management deciding what products and markets will be focused upon and how profits will be reallocated.31 (Jackson 1994)

Jackson also argues that this interrelatedness of banks and BHCs has increased over time:

> Until twenty years ago [or twenty years prior to the publication of this article by Professor Jackson in 1994], financial holding companies . . . had relatively few affirmative obligations with respect to their regulated subsidiaries. . . . Over the past two decades however, financial holding companies have become increasingly embroiled in the regulatory supervision of subsidiary financial institutions. (Jackson 1994; interpolation ours)

---

24 Goldman Sachs Group, Inc., a Delaware corporation, has operated as a bank holding company and a financial holding company since September 2008. It is regulated by the Board of Governors of the Federal Reserve System. Its U.S. depository institution subsidiary, Goldman Sachs Bank USA, is a New York State-chartered bank. Morgan Stanley has operated as a bank holding company and financial holding company under the Bank Holding Company Act since September 2008. It is regulated by the Board of Governors of the Federal Reserve System. See [http://www.morganstanley.com/about/press/articles/6933.html](http://www.morganstanley.com/about/press/articles/6933.html).

25 Under § 20.201.3.1 of the Bank Holding Company Act of 1956, administered by the Federal Deposit Insurance Corporation (FDIC), a bank holding company is defined as “any company which has control over any bank or over any company that is or becomes a bank holding company by virtue of this Act.” A company is defined as having control over a bank or over any company if:

- a. the company directly or indirectly acting through one or more other persons owns, controls, or has power to vote 25 percent or more of any class of voting securities of the bank or company;
- b. the company controls in any manner the election of a majority of the directors or trustees of the bank or company; or
- c. the Board determines, after notice and opportunity for hearing, that the company directly or indirectly exercises a controlling influence over the management or policies of the bank or company.

26 Bank Holding Company Act.

27 National Information Center, All Institution Types Defined. Available at [http://www.ffiec.gov/nicpubweb/Content/HELP/InstitutionTypeDescription.htm](http://www.ffiec.gov/nicpubweb/Content/HELP/InstitutionTypeDescription.htm).

28 The Board of Governors’ Division of Banking Supervision and Regulation, Bank Holding Company Supervision Manual, § 1050.1.4.1.1 (2011).

29 For further discussion, see Bai (2011).

30 See, for example, Ellul and Yerramilli (2010, revised 2011) for a discussion of BHC directors’ crucial role in risk management of the entire organization.

31 See also Jackson and Symons (1999, 304).
Jackson posits that this increased interrelatedness reflects a regulatory push to "transfer front-line supervisory responsibility from governmental agencies to financial holding companies," a push prompted by the fact that "not only are financial holding companies apt to be more proficient than government officials in evaluating institutional behavior, but holding companies also can monitor risks at a lower cost than government agencies, because holding companies already have substantial information about their regulated subsidiaries as a result of ordinary managerial activities" (Jackson 1994, 513).

The Fed evaluates bank holding companies' directors and senior executives based on their ability to identify, measure, and control risk, which includes those risks posed by the underlying banks. Thus, the Fed essentially treats bank holding companies and their bank affiliates as so inextricably linked that, when evaluating BHCs, it analyzes the consolidated organization's financial strength and risks. Additionally, the Fed can examine a bank holding company's subsidiaries directly to “inform itself of the systems for monitoring and controlling risks to such depository institutions” (Macey, Miller, and Carnell 2001, 458).

Since both the holding company and the bank have boards of directors, a natural question is what role should each board play? Thomas C. Baxter, Jr., general counsel and executive vice president of the Legal Group at the Federal Reserve Bank of New York, addresses this point:

We want the governing body of the holding company to perform two critical functions. First, we want it to understand the risks to the “enterprise,” meaning the risks in all of the company’s constituent parts. Second, we want the holding company to take reasonable steps to manage those risks and keep them within acceptable limits. . . . As I see it, the public interest in the bank subsidiary is protected by a panoply of prudential laws and regulations. The ownership interest of the holding company in the bank is protected by the holding company’s ability to control the bank’s board of directors. (Baxter 2003, 1-3; emphasis added)

From both a regulatory perspective and a corporate governance perspective, bank safety and soundness is paramount. The well-known “source of strength” doctrine requires that bank holding companies provide financial support to their banking subsidiaries. In particular, § 225.142 of the Bank Holding Company Act provides that “in supervising the activities of bank holding companies, the Board has adopted and continues to follow the principle that bank holding companies should serve as a source of strength for their subsidiary banks.” This notion pervades the BHCs’ corporate governance and directly impacts the relationship between the BHCs and their subsidiaries.

It is our contention that the Fed’s BHC regulations, the principles of corporate governance developed here, and basic concerns about systemic risk and bank safety all indicate that bank holding company officers and directors have fiduciary obligations that guide—and when necessary, trump—corporate form. Fiduciary duties flow not only to shareholders of the holding company but also to the corporate organization itself. Thus, the responsibility for bank safety and soundness must be shouldered both by holding company directors and officers and by the directors and officers of their subsidiaries, particularly their bank subsidiaries.

Less clear, however, is how the shared responsibility between the holding company board and the bank board should work in practice in the post-crisis environment. On the one hand, it clearly makes no sense to say that bank holding company officers and directors can ignore issues of safety and soundness that affect their subsidiary banks on the grounds that they are fiduciaries of a different corporate entity, namely the holding company. On the other hand, the notion that the duties and obligations of holding company officers and directors and bank officers and directors are identical and wholly duplicative also appears problematic. To see why, consider the perspective of the OCC, the main regulator of nationally chartered banks, on its expectation for the subsidiary bank’s directors. The OCC argues that, “for its part, the primary duty of the subsidiary bank’s board of directors is to protect the bank.”32 This may be the view of the OCC, but it is inconsistent with the duties of the directors of bank holding companies, which require that directors of holding companies—like directors of other firms—maximize value for shareholders.

Unlike banks, bank holding companies are, from a state-law point of view, garden-variety corporations, with garden-variety fiduciary duties that are owed exclusively to shareholders. Not only are they subject to the same corporate governance rules as other companies, but also, unlike banks, which receive charters either from the OCC (national banks) or state bank regulators (state banks), holding companies are chartered by the same state chartering authorities as any other nonbank. For example, Citigroup, which owns a national bank, is chartered in the state of Delaware, as are Morgan Stanley and Goldman Sachs. Thus, there is a significant obstacle to making safety and soundness the primary duty of bank holding company directors or of bank holding companies. And these holding companies determine who sits on the boards of directors of the banks they own or control.

The problem is simple to describe. Because they are considered to be directors of garden-variety corporations, holding company directors (and bank directors too, for that matter), ostensibly have no obligation to mitigate risk, but rather are tasked with maximizing the value of the companies on whose boards they sit. This rule makes perfect sense in the context of nonfinancial corporations, whose failure poses no systemic risk and whose shareholders can eliminate the firm-specific risk of the companies’ business activities easily and cheaply through diversification.

However, the federal government, if not the state governments, wants banks and bank holding companies to refrain from engaging in excessive risk taking. Thus, bank holding company directors are pulled in opposite directions by the legal rules that govern their behavior. On the one hand, as established in this section, it is the clear policy of federal banking regulators, particularly the Fed, that holding companies—especially large holding companies whose operations pose systemic risks—should focus primarily on issues of safety and soundness. On the other hand, the state laws that impose fiduciary duties on the directors of all corporations, both banks and nonbanks, require all such directors to maximize the value of the firm, even if doing so causes the company to assume considerable risk. And, because of the low cost of leverage for federally insured banks and for systemically important financial institutions of all kinds, these fiduciary duties will channel directors toward tolerating, if not actively encouraging, risky capital structures and risky investment practices.

One way to reconcile the apparent deep inconsistency between the fiduciary obligation of bank and bank holding company directors to maximize returns and their statutory and regulatory obligations to promote safety is to prioritize these conflicting dictates. The regulatory and statutory obligations come first. Managers and directors can only maximize profits to the extent that doing so does not conflict with relevant legal rules and regulations. As the influential American Law Institute Principles of Corporate Governance make clear, a corporation “is obliged, to the same extent as a natural person, to act within the boundaries set by law.” Or as Milton Friedman admonished, corporations are obligated “to make as much money as possible while conforming to the basic rules of the society, both those embodied in law and those embodied in ethical custom.”

In our view, the fact that banks and their officers and directors can only maximize profits within the limits of applicable law and regulations is an extremely important feature of the corporate governance landscape. Establishing and maintaining this hierarchy, however, does not resolve entirely the tension between profit maximization and the regulatory and social goals of achieving safer and sounder financial institutions. The reason is that, as we have seen over the past several decades, financial institutions still have latitude to engage in excessive risk taking even after they have complied with the law.

For example, banks must comply with the relevant rules regarding the maintenance of certain capital levels. But even after complying with such rules, banks have ample room to maneuver. For instance, they can, and do, invest in the riskiest assets within a particular risk-weighting class. They also look for loopholes in regulations such as the Volcker Rule in order to squeeze the highest returns they can for their shareholders; of course, this quest for the highest returns involves risk, which is not something that regulators are interested in maximizing.

But the fiduciary duty to maximize profits is not the only obstacle to reaching the goal of incentivizing managers and directors of financial institutions to focus as intensely on keeping

36 American Law Institute, Principles of Corporate Governance, Section 2.01(b).
banks safe as directors of other companies focus on maximizing share prices. In addition to the fact that they have fiduciary duties, it is the case that holding company directors, like the directors of all other corporations, are elected by shareholders. Fixed and contingent claimants, such as depositors, nondepositor creditors, and the U.S. government, lack voting power. In an election between a risk taker and an individual who avoids taking risks, the shareholders will vote for the risk taker. Thus, to the extent that bank or bank holding company directors are able to survive in their jobs in the Darwinian environment that characterizes the democratic process, among the strongest characteristics for survival is a strong proclivity for risk taking.\footnote{This argument may explain the empirical finding by Laeven and Levine (2009) that ownership by more institutional investors increases the riskiness of the bank.}

3. Bank Corporate Governance: Solutions Past and Present

How to resolve the unique moral hazard and corporate governance problems of banks is a matter of long-standing debate. Certainly these problems explain, at least in part, why banks are—and long have been—the subject of much more intensive regulation than virtually all other forms of business.\footnote{With the possible exception of companies that manufacture and use nuclear material, banking is the most regulated industry in the United States. The U.S. Nuclear Regulatory Commission (NRC) is responsible for regulating commercial and institutional uses of nuclear materials, including nuclear power plants. Founded in 1975, the NRC sets limits on radiation exposure from the radioactive materials it licenses and requires those with licenses to keep exposures well below these limits (Fisher 2012).} The fact that safeguards for creditors of banks existed long before deposit insurance made the government a contingent claimant on banks’ cash flows supports our argument that banks are unique in their susceptibility to insolvency. Moreover, the fact that the power of these safeguards has diminished in certain significant ways is highly relevant to our analysis of how to restructure bank corporate governance in the post-crisis era. In this section, we consider the varied ways that bank governance issues have been addressed in the past, and some new approaches being proposed and implemented in locales both within and outside of the United States.

3.1 Heightened Regulation

Banks are subject to myriad special regulations. The periodic reporting and on-site inspections required by federal and state regulators are only the beginning. Many regulations actually require bank regulators to make subjective determinations of the quality of bank management. This is a responsibility virtually unheard of in a free-market, private enterprise system. In such systems, shareholders generally have plenary authority to decide who manages the companies in which they have invested. For U.S. commercial banks, regulators use the Uniform Financial Institutions Rating system, generally referred to as CAMELS, to evaluate banks’ financial soundness.\footnote{See Macey, Miller, and Carnell (2001, 434). The explication of the rating system in this paragraph draws heavily from pages 434-5 of this source.} The CAMELS system evaluates banks’ capital adequacy, asset quality, management, earnings, liquidity, and sensitivity to market risk. Each of these assessments requires regulators to evaluate the quality of bank management. For example, a bank’s capital adequacy (“C”) will depend, in part, on management’s ability to identify, measure, monitor, and control risks. Assessments of asset quality (“A”) require that regulators evaluate assets in light of management’s ability to identify, measure, monitor, and control credit risk. The management criterion (“M”) reflects the judgment of a bank’s primary regulator about the ability of the bank’s board of directors and senior officers to identify, measure, monitor, and control the risks of the bank’s activities and to assure the bank’s safe and efficient operation in compliance with applicable laws. Other criteria evaluate the quality of the control systems implemented by management as well as the banks’ funds-management practices.

Banks whose management is deemed inadequate may be categorized as unsafe and unsound, and are subject to enforcement action, including closure. In addition to implementing the CAMELS system, regulators are required, under the Federal Deposit Insurance Corporation Improvement Act (FDICIA), to promulgate safety and soundness standards for banks’ internal controls, information systems, and internal audit systems; loan documentation; credit underwriting;
interest rate exposure; asset growth; compensation, fees, and benefits; and asset quality, earnings, and stock valuation.\(^{41}\)

Bank regulators also have the power to remove officers and directors, to ban these persons from ever working for a bank, and to impose civil monetary penalties against a banking institution and its affiliates. So-called prompt corrective-action powers allow regulators to regulate every significant operational aspect of a bank.\(^{42}\) This oversight means that corporate governance is no longer the ambit of the bank’s owners, but rather is conducted through an odd (at least relative to other firms) shared-custody arrangement with the regulators.

There are clearly problems with this hybrid approach. As observed previously, replacing private sector creditors with public sector regulators as the first line of defense against bank fraud and self-dealing creates two problems. First, private sector creditors have stronger incentives than public sector regulators to monitor closely for fraud and self-dealing because the creditors’ own money is on the line, while the regulators’ money is not. Unlike regulators, private sector creditors will monitor until the losses avoided from such monitoring equal the marginal cost of such activity. Second, because of the lack of private sector

---

**Dodd-Frank requires the Fed to issue regulations requiring systemically important financial institutions (SIFIs) and publicly traded bank holding companies to establish risk committees.**

---

market discipline, insufficient incentives exist for bankers to develop mechanisms for providing depositors and creditors with credible assurances that they will refrain from fraudulent activities (Macey and O’Hara 2003, 98-99).

These difficulties may explain why even embedding regulators in the bank has not proved effective. Rather than reporting to an office in a government building, embedded regulators work inside the private sector institutions to which they have been assigned. At JPMorgan Chase, approximately forty examiners from the Federal Reserve Bank of New York and seventy examiners from the OCC were embedded in the bank at the time of the London Whale episode. Yet, the trading losses from that episode were not monitored by embedded regulators because the regulators did not embed any examiners in the unit’s offices in either London or New York. Instead, the unit was examined periodically by embedded examiners from other offices of the firm.

The relative lack of oversight of JPMorgan’s Chief Investment Office by the legion of regulators embedded in the bank apparently was the result of a lack of understanding of what the office did. Generally speaking, banks’ investment offices, known as Treasury units, restrict their activities to hedging and making low-risk, short-term investments with cash on hand. In contrast, the Treasury unit at JPMorgan had a portfolio of almost $400 billion. Far from limiting itself to hedging, the unit had become a profit center that made large bets and claimed to have recorded $5 billion in profit over the three years through 2011.\(^{43}\) This episode strongly suggests that there are limits to the efficacy of embedded regulators in curtailing risk in the bank.

Section 165(h) of Dodd-Frank requires the Fed to issue regulations requiring systemically important financial institutions (SIFIs) and publicly traded bank holding companies to establish risk committees. Risk committees must have a formal written charter approved by the board of directors, must meet regularly, and must fully document their meetings and their risk management decisions. The specific responsibility of a SIFI’s risk committee is to oversee:

1. an enterprise-wide risk management framework, which will vary based on [the SIFI’s] complexity, size, and inherent level of risk posed to the U.S. financial system. This framework would include (1) risk limitations appropriate to each business line of the company; (2) appropriate policies and procedures for risk management governance, practices, and infrastructure; (3) processes and systems for identifying and reporting risks; (4) monitoring compliance and implementing timely corrective actions; and (5) integrating risk management and control objectives with management’s goals and the company’s compensation structure.\(^{44}\)

These risk committees must take responsibility for the oversight of enterprise-wide risk management practices of the company, have at least one director with expertise in risk management, and be chaired by an independent director. Risk committees face certain procedural requirements.

---


42 As a practical matter, the FDIC’s power to revoke a bank’s deposit insurance conveys similar power.

43 These standards would also apply to insured federal savings associations and to insured federal branches of foreign banks with average total consolidated assets of $50 billion or more. See Silver-Greenberg and Protess (2012).

In order for a director to qualify as independent, the company must indicate in its securities filings that the director satisfies the independence requirements established by the exchange on which the company’s securities are listed. For companies whose shares are not publicly traded in the United States, the proposed rule provides that “the director is independent only if the company demonstrates to the satisfaction of the Federal Reserve that such director would qualify as an independent director under the listing standards of a securities exchange, if the company were publicly traded on such an exchange.” Other specific requirements for risk committees are that they must report directly to the firm’s board of directors, and not be a part of any other committee of the board, such as the audit committee. The director of the risk committee must not be an employee of the bank holding company and must not have been an officer or employee of the bank holding company during the previous three years. It would seem appropriate for the members of the risk committee, including the director of the risk committee, also to be members of the board of directors of the bank. Of course, the director of the risk committee would have to be an independent board member of the holding company, because employees of the holding company are prohibited from serving on the risk committee. Overlap between board members of the holding company and the subsidiary bank will ensure that information flows freely from the subsidiary to the parent.

In addition to requiring that bank holding companies and SIFIs have risk committees, Section 165(h) of Dodd-Frank states that the boards of directors of such companies must appoint a chief risk officer (CRO) to develop and maintain risk-management practices for the entire firm. Specifically, the CRO is responsible for (1) allocating responsibility for monitoring and compliance with delegated risk limits; (2) establishing appropriate policies and procedures for risk management governance, practices, and controls; (3) developing processes and systems for identifying and reporting risks; (4) monitoring and testing these controls; and (5) ensuring that risk management issues are effectively resolved in a timely manner. The CRO’s risk management expertise should be appropriate to the company’s capital structure, complexity, activities, and size. Additionally, this officer would report directly to the risk committee and CEO and have a compensation structure designed to provide an objective assessment of the risks taken by the company.

Further, with respect to requirements on boards of directors, on January 16, 2014, the OCC proposed minimum standards for the design and implementation of risk governance frameworks by large insured national banks, and minimum standards for boards of directors in overseeing the frameworks’ design and implementation. The OCC also proposed a new statute authorizing the agency to prescribe operational and managerial standards for national banks and federal savings associations. This proposal represents a new, and remarkably detailed, regulatory mandate regarding bank governance activities and responsibilities.

In its request for public comments on its proposed minimum standards, the OCC observed that “since large banks are often one of several legal entities under a complex parent company, each bank’s board must ensure that the bank does not function simply as a booking entity for its parent, and that parent-company decisions do not jeopardize the safety and soundness of the bank. This often requires separate and focused governance and risk management practices.”

The OCC proposal articulates several other expectations. These include the expectation that large institutions have a “well-defined personnel management program that ensures appropriate staffing levels, provides for orderly succession, and provides for compensation tools to appropriately motivate and retain talent, [and] that does not encourage imprudent risk taking,” and a requirement that institutions define and communicate “an acceptable risk appetite across the organization, including measures that address the amount of capital, earnings, or liquidity that may be at risk on a firmwide basis, the amount of risk that may be taken in each line of business, and

Overlap between board members of the holding company and the subsidiary bank will ensure that information flows freely from the subsidiary to the parent.
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the amount of risk that may be taken in each key risk category monitored by the institution."

Additionally, the OCC "expects institutions to have reliable oversight programs, including the development and maintenance of strong audit and risk management functions. This expectation involves institutions comparing the performance of their audit and risk management functions to the OCC's standards and leading industry practices and taking appropriate action to address material gaps." The OCC proposal also "focuses on the board of directors' willingness to provide a credible challenge to bank management's decision-making and thus requests independent directors to acquire a thorough understanding of an institution's risk profile and to use this information to ask probing questions of management and to ensure that senior management prudently addresses risks." A bank can use its parent company's risk governance profile to satisfy the OCC's new guidelines if the parent's risk profile is substantially the same as its own risk profile. If not, the bank must come up with its own risk governance framework. A bank may, in consultation with OCC examiners, use components of its parent's risk governance framework but should ensure that the risk profile of the bank is easily distinguished and separate from that of its parent for risk management and supervisory reporting purposes, and that the bank's safety and soundness is not jeopardized by decisions made by the parent's board of directors and management.

The OCC's guidelines also set out minimum standards for the design and implementation of banks' frameworks for risk management. Every bank would have to establish and adhere to a formal, written framework that covers: (1) credit risk, (2) interest rate risk, (3) liquidity risk, (4) price risk, (5) operational risk, (6) compliance risk, (7) strategic risk, and (8) reputation risk. Each bank's framework must also account for the risks to the bank's earnings, capital, liquidity, and reputation that arise from all of its activities.

The OCC identifies three "lines of defense" for bank risk: front-line units, independent risk management, and internal audit. The three units should remain independent of one another. The bank's board of directors and its CEO retain substantial responsibility for risk management. But, as a law firm with substantial experience in representing banks before the OCC has observed, "if adopted as proposed, the Guidelines' detailed requirements regarding roles, responsibilities, and reporting structures would represent a significantly enhanced level of regulatory intervention into bank management and internal processes."

The OCC's proposed guidelines impose specific risk-management-related responsibilities on the CEOs and new standards for banks' boards of directors. These board standards stipulate that:

1. Each member of the bank's board of directors has a duty to oversee the bank's compliance with safe and sound banking practices. Consistent with this duty, the board of directors should ensure that the bank establishes and implements an effective risk governance framework that meets the minimum standards described in these guidelines. The board of directors or the board's risk committee should approve any changes to the risk governance framework.

2. The bank's board of directors actively oversees the bank's risk-taking activities and holds management accountable for adhering to the risk governance framework. In providing active oversight, the board of directors should question, challenge, and when necessary, oppose recommendations and decisions made by management that could cause the bank's risk profile to exceed its risk appetite or jeopardize the safety and soundness of the bank.

3. When carrying out his or her duties, each member of the board of directors should exercise sound, independent judgment.

---
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53 The risk profiles of a parent company and a bank would be considered substantially the same if, as of the most recent quarter-end Federal Financial Institutions Examination Council Consolidated Report of Condition and Income, or Call Report, the following conditions are met: (1) the bank's average total consolidated assets represent 95 percent or more of the parent company's average total consolidated assets; (2) the bank's total assets under management represent 95 percent or more of the parent company's total assets under management; and (3) the bank's total off-balance-sheet exposures represent 95 percent or more of the parent company's total off-balance-sheet exposures ("OCC Guidelines," 11).
54 "OCC Guidelines," 11.
56 Under the OCC guidelines, the CEO is responsible for developing a strategic plan of at least three years that includes a comprehensive assessment of risks to the bank during the time period covered by the plan, along with an explanation of how the bank will update the framework to account for changes in the bank's risk profile. The strategic plan must be approved by the bank's board of directors and reviewed, updated, and approved to reflect changes in the bank's risk profile or operating environment. The CEO is also required to oversee the day-to-day activities of the chief risk executive and the chief accounting executive.
4. At least two members of the board of directors should not be members of (either) the bank's management or the parent company's management.\(^{57}\)

5. The board of directors should establish and adhere to a formal, ongoing training program for independent directors. This program should include training on (a) complex products, services, lines of business, and risks that have a significant impact on the bank; (b) laws, regulations, and supervisory requirements applicable to the bank; and (c) other topics identified by the board of directors.\(^ {58}\)

6. The bank's board of directors should conduct an annual self-assessment that includes an evaluation of its effectiveness in meeting the standards for directors contained in section III of the OCC guidelines.\(^ {59}\)

The OCC's proposed rule posits that "one of the primary fiduciary duties of a Bank's Board is to ensure that the institution operates in a safe and sound manner." As Sullivan and Cromwell's memorandum points out, this statement is troublesome in multiple respects. First, it provides that the Board has an obligation to "ensure" a result, which is a standard that is beyond existing law and often achievability. Second, there may be an implicit suggestion that this "fiduciary duty" is owed to someone, e.g., the OCC, other than the shareholder(s). Third, the statement suggests that there is a separate fiduciary duty beyond the two widely recognized duties of loyalty and care.\(^ {60}\)

The OCC also asserts that boards of directors of national banks "must ensure . . . that parent company decisions and 'complex banking structures' do not jeopardize the safety and soundness of the bank."\(^ {61}\) This is a strange assertion in light of the fact that it is the Fed, and not the OCC, that regulates the parent companies of banks. Given this fact, it is not clear how this could be accomplished.\(^ {62}\)

The OCC's proposed guidelines represent the most complete articulation to date of the expectations that regulators have for bank directors with regard to ensuring the safety and soundness of banks. These guidelines raise more questions than they answer. In particular, there is no indication of where profit maximization fits into the OCC's vision of bank corporate governance. Even more significantly, there is no indication of how the competing duties and responsibilities of bank and holding company directors are to be reconciled. In other words, as so often is the case, the regulations purport to compel behavior without taking into account the incentives of the regulated officers and directors. This is particularly relevant in light of the fact that officers and directors of banks likely are interested in such things as promotions, compensation, and continued tenure in their jobs—and it is the holding companies, not the OCC, that controls these matters.

3.2 Multiple Liability for Bank Shareholders

The system of double and sometimes triple liability for bank shareholders was an ingenious device for dealing with banks' moral hazard and balance sheet instability. In the late nineteenth century, decades before deposit insurance was introduced, states imposed double, triple, and, in the cases of New Hampshire and Pennsylvania, even unlimited "joint and several liability"\(^ {63}\) on bank shareholders. These state laws prevented the issuance of corporate charters to banks whose shareholders did not agree to pay up to the amount of their original investment into the estate of the bank if it ever should become insolvent. The National Bank Act of 1863 extended this liability regime to shareholders in national banks, requiring that "each shareholder shall be liable to the amount of the par value of the shares held by him, in addition to the amount invested in such shares."\(^ {64}\)

The historical system of multiple liability for bank shareholders did more than protect depositors and other creditors from the consequences of bank failure ex post. It also had the effect of reducing moral hazard ex ante because shareholders, who controlled banks’ boards of directors, realized that they would be personally liable for much, if not all, of the negative

\(^ {57}\) The OCC requests comment regarding the composition of a bank’s board, including whether the minimum number of two independent directors required under the guidelines is the appropriate number, whether there are other standards the OCC should consider to ensure the board’s composition is adequate to provide effective oversight of the bank, and whether there is value in requiring the bank to maintain its own risk committee and other committees, as opposed to permitting the bank’s board to leverage the parent’s board committees.

\(^ {58}\) This requirement is along the lines of a policy suggested by Acharya et al. (2009) that independent board members be educated in the operational details and complex procedures of large complex financial institutions.

\(^ {59}\) “OCC Guidelines,” 75-8.

\(^ {60}\) Sullivan and Cromwell, 11.

\(^ {61}\) “OCC Guidelines,” 75.

\(^ {62}\) Sullivan and Cromwell, 11.

\(^ {63}\) Joint and several liability is a liability designation in civil cases that provides that all defendants are responsible individually, as well as collectively, for 100 percent of the damages. Successful plaintiffs in cases in which joint and several liability is imposed may elect to collect the entire judgment from a single party, or from multiple parties in various amounts.

\(^ {64}\) National Banking Act of 1863, Ch. 58, 12 Stat. 665.
consequences of excessive risk taking. And multiple liability worked to stem depositors’ losses in the Great Depression, despite the very large number of bank failures.\textsuperscript{65} In other words, shareholders, not depositors, internalized the costs of bank failures before the Banking Act of 1933 initiated de jure deposit insurance for all deposit accounts under the statutory limit (currently $250,000).\textsuperscript{66} Deposit insurance made the pre-Depression multiple liability regimes unnecessary from the point of view of many depositors. On the supply side, the credit enhancement for depositors provided by multiple liability was replaced by the credit enhancement provided by deposit insurance. As a result, banks no longer faced the same demand for a mechanism to signal that they would keep moral hazard in check. By 1935, the federal and state multiple liability regimes had been eliminated.\textsuperscript{67}

To a very large extent, all of the modern banking regulations that we observe... have arisen because much of the cost of bank failure has shifted from bank shareholders to bank regulators.

3.3 Capital and Liquidity Requirements

In general, there are no laws requiring companies to maintain any particular level of capital as a protective cushion for creditors and other constituencies. Of course, this is not the case in banking. Capital requirements of various sorts, including simple limits on overall leverage and various forms of risk-based capital rules, are a standard feature of bank regulation. The purpose of these capital requirements is to reduce the probability of failure and to reduce moral hazard by forcing bank shareholders to bear a larger share of the losses experienced by the claimants on the cash flows of distressed firms.

Along with most observers, we are of the view that requiring appropriate levels of capital is critical to achieving a safe and sound banking system. Unfortunately, we also believe, for several reasons, that reasonably stringent bank capital requirements, while important, are only part of a properly functioning regulatory and governance system. Among our concerns about relying too heavily on bank capital requirements to avoid the financial meltdowns associated with banking crises is that “banks can respond to higher capital requirements in ways that make them less rather than more safe.”\textsuperscript{68} For example, banks avoid complying with the spirit of higher capital requirements by selling risky assets to “off-balance-sheet” entities, such as Structured Investment Vehicles (SIVs) and Variable Interest Entities (VIEs). Banks also can limit the effectiveness of higher capital requirements by investing in increasingly risky assets. Doing this increases the expected returns on whatever new levels of capital are required. This strategy is effective because risk weightings are distributed among rather crude categories of assets and often do not adequately reflect the true risk of the assets in a particular risk-weighting category, either because the chosen weights are wrong or because the categories are too broad.\textsuperscript{69}

Another problem with bank capital requirements is that capital levels do not adjust at nearly the same speed at which assets can deteriorate. Many examples from the 2008 financial crisis illustrate this observation, as financial firms that were considered well-capitalized became insolvent in days, sometimes in mere hours. During the financial crisis, a number of financial institutions saw their capital levels, as expressed as Tier 1 common equity, erode by more than 500 basis points.\textsuperscript{70} A study by the Federal Reserve has shown that even the higher proposed levels of capital used in the Basel III rules, which establish a minimum Tier 1 common equity plus the conservation buffer of 7 percent for most banks and 8 to 9.5 percent for systemically important financial institutions, would not have been sufficient for some banks.\textsuperscript{71}

\textsuperscript{65} During the period of the Great Depression (1929-1933), although 9,000 banks failed or suspended operations, depositor losses amounted to only $1.3 billion, a figure that pales in comparison to the $85 billion in losses borne by holders of common and preferred stock over the same timeframe (Friedman and Schwartz 1963, 440). During the Depression era, the number of banks in the United States fell from 24,633 to 15,015, a decline of 39 percent. The 5,712 banks that failed during this time had total deposits of $1.6 billion. Total losses to depositors were $565 million, which was 1 percent of average deposits during this period (Calomiris 2013, 166).

\textsuperscript{66} Macey and O’Hara (2003, 100).

\textsuperscript{67} Macey and O’Hara (2003, 100).

\textsuperscript{68} Elliott (2010, 17).

\textsuperscript{69} Hoenig (2013).

\textsuperscript{70} Rosengren (2013, Figure 1).

\textsuperscript{71} Rosengren (2013).
Thus, bank capital requirements need to be set in coordination with other regulations and with a good system of supervision and examinations, ideally aided by transparent accounting that allows the capital markets and ratings agencies to form their own judgments about the true riskiness of the activities of the banks. Simply put, “high capital levels alone are not enough.”

Bank liquidity requirements raise similar issues. The OCC, the Board of Governors of the Federal Reserve System, and the FDIC recently issued a notice of proposed rulemaking that would impose a quantitative liquidity requirement consistent with the liquidity coverage ratio established by the Basel Committee on Banking Supervision. The liquidity coverage ratio proposal would apply to specified financial companies with $250 billion or more in total consolidated assets or $10 billion or more in on-balance-sheet foreign exposure; to systemically important nonbank financial institutions; and to banking subsidiaries of one of these companies that have assets of $10 billion or more. The purpose of the proposed liquidity coverage ratio is to strengthen the liquidity risk management of the companies to which it applies by requiring them to keep certain levels of high-quality liquid assets in order to meet the proposed rule’s quantitative liquidity standard. The quantitative liquidity standard is the ratio of a company’s high-quality liquid assets to its projected net cash outflows over a thirty-day period. A company would have to calculate and maintain a liquidity coverage ratio equal to or greater than 1.0 on each business day.

In our view, the proposed liquidity requirements, like the capital ratios discussed above, are not a panacea for the broad societal externalities created by bank crises. While liquidity is important, liquidity does not measure solvency. It measures only the ability of a firm to meet its short-term, immediate requirements for cash. Still more is needed.

3.4 Enhanced Duty of Care

Another important way that bank regulation and bank corporate governance standards differ from those of other types of corporations is that bank directors have historically been held to higher standards than other directors. Specifically, the fiduciary duty of care, which is the duty to make reasonable, fully informed decisions and to engage in the levels of monitoring and oversight of risk that are sufficient to the particular needs of the business, has been enforced more strictly against bank directors than directors of other companies. Courts attribute their tougher enforcement of directors’ duties to the fact that “banks are charged with serving the public interest, not just the interests of the shareholders.”

It is highly significant, in our view, that courts have historically held directors of banks not merely to the standard to which they held other corporate directors, but to a higher standard that encompassed the concept of professionalism. Courts would, for example, impose personal liability on bank directors who approved transactions that were deemed to be “so improvident, so risky, so unusual and unnecessary as to be contrary to fundamental conceptions of prudent banking practices.” Requiring bank directors to conform to prudent banking practices brought the standards for bank directors close to the standards imposed on professionals such as doctors and engineers. These professionals must perform their functions to the standards generally held by those in their profession.

In contrast, in the corporate world in general, directors and officers are required to act and to make decisions in the same manner as a reasonable person would believe appropriate under similar circumstances. Put simply, directors of most U.S. corporations are held to the same negligence standard as people participating in any amateur activity, such as recreational golf or pleasure driving. Conduct that meets the standards expected of nonprofessionals is all that is required.

As noted above, this low standard for director conduct stands in sharp contrast to the conduct required of professionals. The Financial Institutions Reform, Recovery, and Enforcement Act of 1989 (FIRREA) formally eliminated from U.S. common law the notion of higher standards for bank directors:

A director or officer of an insured depository institution may be held personally liable for monetary damages . . . for gross negligence, including any similar conduct or conduct that demonstrates a greater disregard of a duty of care (than gross negligence) including intentional

72 Rosengren (2013).
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tortious conduct, as such terms are defined and determined under applicable State law.80

By affirming that bank directors need only meet the standard of gross negligence for personal liability, FIRREA removed a potentially effective mechanism for incentivizing bank directors to consider the risk posed by banks to the greater financial system. We will return to this issue in the next section, but we note for now that the notion that U.S. bank directors could (and should) face higher burdens than other directors has long antecedents.

3.5 Global Approaches—Duty of Trust and Strict Liability

Outside the United States, bank directors have faced significantly higher burdens, with some jurisdictions viewing bank failures as a criminal offense on the part of directors. Brazil, for example, holds banks’ executives and directors personally liable for the debts of failed institutions even when no fault is proven.81 The U.K. government, following on the recommendation of the Parliamentary Commission on Banking Standards, recently introduced a new criminal offense for reckless misconduct in the management of a bank. This criminal liability would apply to both executive and non-executive directors of a bank.82 The maximum sentence for the offense is seven years in prison, an unlimited fine, or both.

The notion that “reckless management” is a crime is rather alien to the U.S. perspective that business failure is not a criminal offense but rather a natural, albeit unfortunate, outcome of business judgment in an uncertain world. In our view, criminalizing bank failure is not a viable approach to resolving the difficulties of bank corporate governance. It does, however, change the calculus for bank directors with respect to the acceptable level of risk for a financial institution.

A similar change in calculus can arise from the concept found in Germany, Switzerland, and Austria called Untreue. This “breach of trust” is defined as “a derogation of duty that causes real harm to the institution,” and it has been the basis for charges against bankers at WestLB, BayernLB, HSH Nordbank, and Sal. Oppenheim.83 Indeed, the chief executive officer of WestLB paid a fine of 150,000 euros to settle charges relating to breach of trust. More intriguing are the cases involving board members of these failed financial institutions. The management board of the German bank HSH Nordbank went on trial for breach of trust stemming from risk management failures relating to a collateralized debt obligation (CDO) and other off-balance-sheet activities that resulted in the bank having to be bailed out to the tune of 30 billion euros.84 This case, which represented the first time German prosecutors had tried to blame an entire board for a bank’s failure, ended in an acquittal for all defendants.85 Similarly, seven former directors of Landesbank Baden-Württemberg, or LBBW, Germany’s largest public sector lender, were charged with breach of trust in connection with moving risky assets to special purpose vehicles allegedly to hide the riskiness of the bank. This case ended in settlement, with the directors of LBBW agreeing to make contributions to charity in lieu of fines.86

In the United States, bank directors and managers can be criminally prosecuted for fraud and for violating federal securities laws or provisions of those laws, and such was the fate that befell more than 800 bankers jailed in the aftermath of the savings-and-loan crisis. But pursuing such cases, particularly against bank directors, is notoriously difficult owing to the challenge of linking wrongdoing to those actually running the bank.87 The rarity of this outcome means that bank director behavior is unlikely to be affected.

What is clear from this review is that corporate governance problems are remarkably resilient. While some approaches have been more successful than others, in general even the most extreme outside constraints have failed to resolve bank governance problems. In our view, this suggests that it would be wise to use a new approach, one that explicitly recognizes the inherent difficulty of managing and controlling risk in the post-crisis era.

83 HM Treasury, “Financial Services Bill.”
84 “This duty of trust does not just attach to financial firms. Board members of the German firm Mannesmann were also charged with Untreue in connection with that firm’s takeover by Vodafone last year. See “Breach of Trust? German Corporate Governance is Literally on Trial,” The Economist, February 20, 2013.
4. Bank Governance in the Post-Crisis World: A Proposal

Several factors suggest that it may be time to impose a more rigorous standard on the directors of certain financial institutions, particularly those institutions deemed to be systemically important by regulatory authorities. The fact that an institution is systemically important seems to us reason enough to expect directors of such institutions to be able to perform their functions at the level of other directors at comparable financial institutions. The vast complexity not only of the businesses of banking and finance but also of the laws and regulations that govern financial institutions, particularly in the wake of Dodd-Frank, provide additional support for the argument that bank directors should be held to higher standards than the amateur standard that governs directors generally. Our proposal here is particularly relevant for directors of bank holding companies, who currently face no special requirements as to qualifications.  

While our proposal that bank directors should have special expertise is new, the idea that corporate directors in general should have special expertise is not new, though the idea has not been well developed in the literature. Some scholars define the term “professional director” simply as a director who serves on multiple boards and adduce evidence that board membership of such professional directors correlates with improved performance for the companies on whose boards those directors serve. Others use the term “professional” to refer to the particular, industry-specific expertise that certain directors have. We use the term in the latter sense.

Among the earliest and most persuasive arguments for requiring corporate directors to have substantial industry-specific expertise was made by Yale law professor and future Supreme Court Justice William O. Douglas. Douglas (1934) argued that experts on the board “would be invaluable . . . in determining the course of conduct for the managers” and would be “better qualified to determine financial and commercial policy.” For these reasons, Douglas argued that outside experts on boards of directors “should have a position of dominance and power on the board” so that they could “make their directive influence effective” by means of their “real power over executive management.” In arguing for directors with sufficient industry expertise, Robert Pozen has observed,

Lack of expertise among directors is a perennial problem. Most directors of large companies struggle to properly understand the business. Today’s companies are engaged in wide-ranging operations, do business in far-flung locations with global partners, and operate within complex political and economic environments. Some businesses, retailing, for one, are relatively easy to fathom, but others—aircraft manufacture, drug discovery, financial services, and telecommunications, for instance—are technically very challenging. I remember catching up with a friend who had served for many years as an independent director of a technology company. The CEO had suddenly resigned, and my friend was asked to step in. “I thought I knew a lot about the company, but boy, was I wrong,” he told me. “The knowledge gaps between the directors and the executives are huge.” (Pozen 2010)

Just as the idea that some directors should be held to higher standards is not alien to the academic literature, neither is it new to policymakers. As noted above, Dodd-Frank requires that at least one of the members of the risk committees of BHCs and SIFIs must have risk management experience commensurate with the firm’s capital structure, risk profile, complexity, size, and activities. The Sarbanes-Oxley Act explicitly set higher requirements for qualified audit committees by requiring all members to be independent and at least one member to be a “financial expert” as defined by SEC rules. Indeed, one of the motivations behind Sarbanes-Oxley was to strengthen audit committees to “avoid future auditing breakdowns,” which were contributing to a loss of confidence in the integrity of U.S. companies and markets.

88 Interestingly, directors of subsidiary banks do face additional requirements. For example, the OCC notes in The Director’s Book that “In addition to the citizenship and residency requirements contained in 12 USC 72, the qualifications of a candidate seeking to become a member of the board of directors of a national bank include (1) basic knowledge of the banking industry, the financial regulatory system, and the laws and regulations that govern the operation of the institution; (2) willingness to put the interests of the bank ahead of personal interests; (3) willingness to avoid conflicts of interest; (4) knowledge of the communities served by the bank; (5) background, knowledge, and experience in business or another discipline to facilitate oversight of the bank; and (6) willingness and ability to commit the time necessary to prepare for and regularly attend board and committee meetings (Office of the Comptroller of the Currency 2010, 4).

89 Keys and Li (2005).

90 Pozen (2010).

91 An “audit committee financial expert” is defined as a person who has the following attributes: (1) an understanding of generally accepted accounting principles and financial statements; (2) the ability to assess the general application of such principles in connection with the accounting for estimates, accruals and reserves; (3) experience preparing, auditing, analyzing or evaluating financial statements that present a breadth and level of complexity of accounting issues that are generally comparable to the breadth and complexity of issues that can reasonably be expected to be raised by the registrant’s financial statements, or experience actively supervising one or more persons engaged in such activities; (4) an understanding of internal controls and procedures for financial reporting; and (5) an understanding of audit committee functions.” See Trautman (2013).

institutions, particularly systemically important ones, can lead to outcomes of even greater consequence, and that current steps are insufficient to address the magnitude of the problem of excessive risk taking by financial institutions.

How might such a system work? We suggest a two-part structure involving differential standards for both bank risk committee members and bank directors. With respect to risk committee members, we note that risk management of a complex financial institution is not something easily grasped by a typical corporate director; it instead requires specialized expertise. Indeed, the shareholder advisory services ISS and Glass Lewis both recommended voting against the members of JPMorgan Chase’s Risk Committee, citing their lack of risk management experience. We believe that risk management committees should be composed only of individuals who can demonstrate expertise in evaluating and monitoring the risk control systems of a bank. Allowing “amateur hour” with respect to this oversight function at large complex financial institutions is simply irresponsible in post-crisis financial markets.

Such individuals, whom we will call “banking experts,” would have acquired, either through experience or education, the skills needed to monitor the risk management functions of the bank. For smaller financial institutions, the expertise required might be more limited, given that risk management at such institutions generally involves less complex methodologies (such as gap analysis, liquidity monitoring, and the like). For large, complex financial institutions, the needed skill set will be larger, requiring familiarity with risk modeling, valuation of complex derivatives, synthetic asset replication, hedging strategies, and so on. The specific qualifications for being a banking expert could be modeled after those required of audit committee financial experts.

Second, we also propose higher professional standards for bank directors. As we have argued in this article, bank corporate governance weaknesses pose an ongoing threat to the financial system. While heightened oversight of banks is surely called for, such oversight will be successful only to the extent that the directors of financial institutions have both the incentives and the experience and skill required to be successful in carrying out their oversight responsibilities. At a minimum, we believe bank directors should be “banking literate,” where such literacy is defined as an understanding of the basic functions of banking, the nature of risk in complex financial organizations, and the complex regulatory structure defining banking. Such literacy, which would be a prerequisite for becoming a director, could be acquired through experience or through education.

We suspect that some may object to these proposals on the grounds that if having more qualified directors was valuable, then bank shareholders would demand this on their own. Alternatively, others may argue that if higher requirements are desirable for banks, then perhaps they should be required of firms more generally. We think the response to both objections is actually the same: banks are different from other firms. As we have argued, bank shareholders do not have properly aligned incentives to limit bank risk, so externally imposed requirements may be necessary. Other firms can adequately address corporate governance deficiencies internally, so requiring higher standards for all corporate directors is unnecessary.

Another objection to our proposal involves a more subtle point about bank risk taking. There is empirical research that indicates that banks with more knowledgeable directors are more likely to take on greater risk than other banks. One could argue that our proposal could actually exacerbate the risk-taking problem at banks rather than ameliorate it because our proposal would place more knowledgeable directors on boards. We have two responses to this. First, ignorance is not a good strategy for risk control—relying on directors’ lack of knowledge to restrain risk is surely not a formula for a safe and sound banking system. We completely agree, however, that knowledge alone is not sufficient to achieve the goal of safety and soundness in banking. In addition to knowledge and competence, there must also be a culture within banks that considers prudent banking to be a way of life rather than an oxymoron. Culture starts at the top, so efforts by regulators to highlight the importance of cultural issues within banks should be viewed as fully compatible with our proposals to improve corporate governance in banking.

Finally, a legitimate concern is that our proposal would cause the demand for qualified bank directors to exceed the supply. We acknowledge that it will take time and effort to groom enough competent directors for all of the important financial firms in the economy. But if better directors result in creating better banks, then the returns to searching for, educating, and empowering those directors will pay off for all concerned.

5. Conclusion

Who will control large, complex financial institutions? Without better corporate governance, the answer may be the regulators—or no one at all. In this article, we have set out the myriad problems connected with bank corporate governance and noted how these seem to have taken on even greater complexity in the post-crisis world. We have argued that bank governance needs to change to reflect the realities of complex financial organizations. Our proposal to impose higher professional standards on bank directors and risk committee members is a first step in that direction.
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1. INTRODUCTION

We review the recent corporate governance literature that examines the role of financial reporting in resolving agency conflicts among a firm’s managers, directors, and capital providers. We view governance as the set of contracts that help align managers’ interests with those of shareholders, and we focus on the central role of information asymmetry in agency conflicts between these parties. In terms of the firm-specific information hierarchy, the literature typically views management as the most informed, followed by outside directors, then shareholders. We discuss research that examines the role of financial reporting in alleviating these information asymmetries and the role that financial reporting plays in the design and structure of incentive and monitoring mechanisms to improve the credibility and transparency of information.

Most of this research is large-sample and does not pay particular attention to industry-specific characteristics that may influence a firm’s governance structure. For example, the firm-specific governance structure and financial reporting systems of financial institutions and other regulated industries are expected to be endogenously designed. The design is also expected to be conditional on (in other words, take into account) the existence of certain external monitoring mechanisms (for example, regulatory oversight and constraints), which may either substitute for or complement internal mechanisms, such as the board. Similarly, the rationale for regulation in certain industries (for example, the existence of natural monopolies) is also expected to influence firms’ governance structures. These and other differences between firms in different industries suggest that inferences drawn from studies spanning multiple industries may not necessarily hold for specific industries or research settings. The same point can also be made about extrapolating inferences drawn from U.S. firms to their international counterparts. Different countries have their own (often unique) laws, regulations, and institutions that influence the design, operation, and efficacy of a firm’s governance mechanisms as well as the output of its financial reporting system.

1 Certainly, financial reporting provides valuable information in other contracting relationships beyond those involving capital providers (suppliers, customers, auditors, regulators, tax authorities, etc.). In this article, we confine our discussion to contracts involving capital providers for three reasons: (1) they are a major focal point in the literature, (2) the literature on agency conflicts between managers and capital providers constitutes a natural, interconnected subset of articles that lends itself to a relatively cohesive discussion, and (3) we wish to keep the scope of our review manageable.
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We also highlight the distinction between formal and informal contracting relationships, and discuss how both play an important role in shaping a firm’s overall governance structure and information environment. Formal contracts, such as written employment agreements, are often quite narrow in scope and are typically relatively straightforward to analyze. Informal contracts, govern implicit multiperiod relationships that allow contracting parties to engage in a broad set of activities for which a formal contract is either impractical or infeasible. For example, the complexity of the responsibilities and obligations of a firm’s chief executive officer make it difficult to draft a complete state-contingent contract with the board that specifies appropriate actions under every possible scenario the firm could face. Consequently, although some CEOs have formal employment contracts, these contracts are necessarily incomplete and relatively narrow in scope. As a result, the board and the CEO develop informal rules and understandings that guide their behavior over time.

Much of the governance literature emphasizes informal contracting based on signaling, reputation, and certain incentive structures. The general conclusion in this literature is that financial reporting is valuable because contracts can be more efficient when the parties commit themselves to a more transparent information environment.

Another key theme of this article is that a firm’s governance structure and its information environment evolve together over time to resolve agency conflicts. That is, certain governance mechanisms and financial reporting attributes work more efficiently within certain operating environments. Consequently, one should not necessarily expect to see every firm converge to a single dominant type of corporate governance structure or compensation contract, or to adopt a similar financial reporting system. Instead, one should expect to observe heterogeneity in these mechanisms that is related to differences in firms’ economic characteristics. In our opinion, the corporate governance literature seems to be unduly burdened by the normative notion that certain governance structures can be categorically labeled as “good” or “bad.”

In Section 2, we briefly discuss the general nature of contracts related to governance and the properties of financial reporting that are relevant to various governance structures. Section 3 discusses the role of information asymmetry and credible commitment to transparent financial reporting in corporate governance. In Section 4, we discuss the relationship of regulatory supervision and oversight to the governance structure of firms in the banking and financial services sectors. We also discuss how certain governance mechanisms can facilitate the production of information and enhance transparency, which may in turn contribute to financial stability. Section 5 provides brief concluding remarks.

2. The Role of Financial Reporting in Corporate Governance

We view corporate governance as the subset of a firm’s contracts—both formal and informal—that help align the interests of managers with those of shareholders. Therefore, corporate governance consists of the mechanisms by which shareholders ensure that the interests of the board of directors and management are aligned with their own. We also view this definition to be broad enough to encompass all of the firm’s contracts that assist in aligning the incentives of the firm’s shareholders, directors, and managers. For example, when a firm’s creditors have the right to monitor the firm’s financial reporting, those creditors may help align the interests of managers and shareholders; therefore, a debt contract that allows such monitoring could constitute a governance mechanism.

Corporate governance research typically focuses on one of two types of agency problems that give rise to a conflict of interest between managers and shareholders. The first type arises when the interests of the board of directors and shareholders are assumed to be aligned (that is, the board is composed of individuals who make decisions that are in the best interest of shareholders), but the interests of management are not aligned with those of the board and shareholders. Research on this type of conflict includes studies that examine executive compensation plans, incentive structures, and other monitoring mechanisms used to ensure that managers act in the interest of shareholders.

The second type of agency problem arises when the interests of the board and management are assumed to be aligned with each other (that is, the board is composed of directors who are beholden to the CEO), but their interests are not completely aligned with the interests of shareholders. Research on this type of conflict includes studies on

---

3 Governance structures frequently characterized as categorically (or unconditionally) bad include a board with a high proportion of inside directors, a CEO who also serves as chairman of the board, a CEO with relatively low equity incentives, and relatively weak shareholder rights.

4 This definition is broadly consistent with the views of authors such as Jensen (1993), Mehran (1995), Shleifer and Vishny (1997), Core, Holthausen, and Larcker (1999), Holderness (2003), and Core, Guay, and Larcker (2003).

5 See, for example, Ahmed and Duellman (2007), Carcello and Neal (2003), and Francis and Martin (2010).
board independence, entrenched CEOs, and shareholder actions to influence, challenge, or overturn board decisions (such as shareholder proxy contests, class action lawsuits, and “say-on-pay” proposals). 6

Corporate governance mechanisms that have the potential to reduce these agency conflicts include both formal and informal contracts. Formal contracts—including corporate charters, employment contracts, exchange listing requirements (such as board independence rules), and executive stock ownership guidelines—constrain the contracting parties’ behavior and specify certain responsibilities and requirements in the event of certain foreseeable contingencies. These contracts, however, tend to be relatively narrow in scope. Informal contracts constitute a broad set of unwritten or implicit arrangements that allow the contracting parties to engage in activities that would otherwise be either prohibitively costly or infeasible to memorialize in a formal contract. Many important governance functions are carried out via informal contracts. Boards establish reputations regarding their independence from management, their expertise in advising management, and their work ethic. Reputations develop over time, in part on the basis of board characteristics such as the proportion of inside versus outside directors, the size of the board, the expertise of directors, and the number of board meetings, as well as by the consistency of the board’s decision-making processes and its stewardship of shareholder value. As we explain below, various attributes of a firm’s financial reporting play a key role in both formal contracts (in part because these contracts are sometimes based on financial reporting numbers) and informal contracts (because of the importance of financial reporting and credible disclosure in establishing reputations and sustaining working relationships).

A key objective of this article is to highlight the important role that financial reporting plays in reducing the informational advantage of managers over outside directors, shareholders, and other stakeholders (for example, regulators).

Managers typically have better firm-specific information than outside directors and shareholders, but they are not always expected to truthfully report information that is detrimental to their personal interests, such as information about poor performance or their consumption of private benefits (Verrecchia 2001).

Boards, which largely consist of outside directors, and shareholders, are therefore typically assumed to be at an informational disadvantage when monitoring managers. Jensen describes these informational problems as follows:

Serious information problems limit the effectiveness of board members in the typical large corporation. For example, the CEO almost always determines the agenda and the information given to the board. This limitation on information severely hinders the ability of even highly talented board members to contribute effectively to the monitoring and evaluation of the CEO and the company’s strategy. (1993, 864)

Indeed, in the absence of information asymmetries, boards would likely be able to mitigate many, if not most, agency conflicts with managers. The reason is that boards retain considerable discretion to discipline managers and could therefore take immediate action upon receiving new information. Thus, one potential role for financial reporting is to provide outside directors and shareholders with relevant and reliable information to facilitate their mutual monitoring of management and, in the case of shareholders, their monitoring of directors. Further, to the extent that financial reporting serves to reduce information asymmetries, one expects to observe corresponding variation in the governance mechanisms that are associated with financial reporting characteristics.

3. The Role of Information in Structuring Corporate Boards

The board of directors plays a key role in monitoring management and in constructing mechanisms that align managers’ objectives with shareholders’ interests. A large body of theoretical and empirical literature examines the role of boards in performing two broad functions: (1) advising senior management, which requires expertise and firm-specific knowledge, and (2) monitoring senior management, which additionally requires independence from management. 7 The ways in which boards are structured

6 See, for example, Klein (2002b), Zhao and Chen (2008), and Duchin, Matusaka, and Ozbas (2010).

7 For example, see Fama and Jensen (1983), Raheja (2005), Boone et al. (2007), Drymiotes (2007), Leh, Patro, and Zhao (2009), Linck, Netter, and Yang (2008), and Harris and Raviv (2008).
to achieve these goals—especially the latter—has been the subject of considerable research, with the distinction between outside and inside directors being the most commonly examined dimension of board structure.

Corporate boards typically consist of both outside and inside directors. For example, in a broad sample of U.S. firms that were publicly traded between 1990 and 2004, Linck, Netter, and Yang (2008) found 67 percent to be the median percentage of outside directors on a board. Outside directors are typically experienced professionals, such as CEOs and executives of other firms, former politicians and regulators, university deans and presidents, and successful entrepreneurs. The value of having outside directors on the board derives, in part, from their broad expertise in areas such as business strategy, finance, marketing, operations, and organizational structure. Further, outside directors can bring an independence that carries with it an expectation of superior objectivity in monitoring management’s behavior. Their diligence in this respect may stem partially from the monetary incentives associated with serving as a director (Yermack 2004), but possibly even more important may be their desire to enhance, cultivate, and protect their significant personal reputational capital.

Inside directors, who are typically executives of the firm, can facilitate effective decision making because they are a valuable source of firm-specific information about constraints and opportunities (see, for example, Raheja [2005], Harris and Raviv [2008], and Adams, Hermalin, and Weisbach [2010]). As Jensen and Meckling (1992) note, the allocation of decision (or control) rights within an organization is a fundamental building block of organizational structure. And because it can be costly to transfer information within the corporate hierarchy, it can be efficient to assign decision rights to the individuals who possess the information necessary to best make decisions, even in the face of agency conflicts (Aghion and Tirole 1997). In addition to their decision-making responsibilities, inside directors can also be particularly helpful in educating outside directors about the firm’s activities (Fama and Jensen 1983). Inside directors, who typically hold relatively large amounts of the firm’s stock and options, as well as have their human capital tied to the firm, may also have stronger incentives than outside directors to exert effort and to maximize shareholder value.

At the same time, however, inside directors are potentially conflicted in their incentives to monitor because of their lack of independence from the CEO and a desire to protect their own private benefits. Further, even though well-informed outside directors are likely to be more effective in advising the CEO, insiders may be reluctant to share their information if it will be used to interfere with the CEO’s strategic decisions (Adams and Ferreira 2007). This scenario is particularly true if the information could be used to discipline the executives or to curtail their private benefits.

Holmstrom (2005, 711–2) provides a succinct characterization of the issues related to information flow between management and outside directors:

Getting information requires a trusting relationship with management. If the board becomes overly inquisitive and starts questioning everything that the management does, it will quickly be shut out of the most critical information flow—the tacit information that comes forward when management trusts that the board understands how to relate to this information and how to use it. Management will keep information to itself if it fears excessive board intervention. A smart board will let management have its freedom in exchange for the information that such trust engenders. Indeed, as long as management does not have to be concerned with excessive intervention, it wants to keep the board informed in case adverse events are encountered. Having an ill-informed board is also bad for management, since the risk of capricious intervention or dismissal increases.

Outside directors can bring an independence that carries with it an expectation of superior objectivity in monitoring management’s behavior.

Pursuant to Item 470(a) of Regulation S-K of the U.S. Securities and Exchange Commission, firms must disclose whether each director is “independent” within the definition prescribed by the exchange on which the firm’s shares are traded. Directors are typically classified as insiders, outsiders, and affiliates (or gray directors). Insiders are current employees of the firm, such as the CEO, CFO, president, and vice presidents. Outsiders have no affiliation with the firm beyond their membership on its board of directors. Affiliates are former employees of the firm, relatives of its CEO, or those who engage in significant transactions and business relationships with the firm as defined by Items 404(a) and (b) of the regulation. Directors on interlocking boards are also considered to be affiliated, where interlocking boards are defined by Item 402(j)(3)(ii) as “those situations in which an inside director serves on a non-inside director’s board.”

However, see Drymiotes (2007) for a situation in which an increase in the number of inside directors might actually improve the efficiency of the board’s monitoring role. In his model, outside directors have an incentive to shirk their monitoring duties and to shortchange the CEO with respect to his performance ex post. Inside directors, who represent the CEO’s interests, can commit themselves to expending monitoring effort ex post, thereby increasing the CEO’s incentive to exert productive effort.
Thus, a key advantage of inside directors is also a key disadvantage of outside directors: the differential cost and difficulty of obtaining adequate information with which to make decisions. Such information transfer between insiders and outsiders is not trivial, and it is the focus of much of the literature on corporate governance. Outside directors are typically busy individuals who already have other demands on their time. It is unrealistic to expect that an outside director can or will invest the time and effort necessary to become as well informed as the firm’s executives. Further complicating these informational problems is the fact that outside directors must largely rely on the executives they are monitoring and advising to provide them with the information necessary to facilitate effective corporate governance, although auditors, regulators, analysts, the media, and other information intermediaries may also assist outside directors in this regard.

Bushman et al. (2004, 179) summarize the trade-offs in choosing the relative proportion of inside and outside directors on a board:

An important question of board composition concerns the ideal combination of outside and inside members. Outsiders are more independent of a firm’s CEO, but are potentially less informed regarding firm projects than insiders. Insiders are better informed regarding firm projects, but have potentially distorted incentives deriving from their lack of independence from the firm’s CEO.

Thus, a board composed entirely of insiders may not be effective because of the potential for allowing managerial entrenchment. Conversely, a board with no insiders may not be effective if the directors have a limited understanding of the firm with no way to remediate this informational disadvantage. Although researchers have advanced a variety of hypotheses related to the optimal mix of inside and outside directors (Hermalin and Weisbach 2003; Adams, Hermalin, and Weisbach 2010), we focus our discussion on those related to the information environment. In general, these information-based hypotheses predict that when outside directors face greater information acquisition and processing costs, they will be less effective advisors and monitors, and are less likely to be invited to sit on boards.

Regarding the board’s advisory role, a common prediction is that in firms with significant investment opportunities and complex investments—such as substantial research and development (R&D), and intangible assets—considerable firm-specific knowledge may be necessary to effectively advise management. In these situations, the informational advantage that insiders have over outsiders may impede the advisory role of outside directors and lead to a greater proportion of inside directors (see, Coles, Daniel, and Naveen [2008]).

With respect to the board’s monitoring and oversight responsibilities, hypotheses frequently emphasize that the firm’s operations and information environment influence the monitoring costs and benefits of certain board structures. Specifically, it has been argued that firms in more uncertain business environments—such as high-growth firms with substantial investment in R&D, intangible assets, and earnings and stock price volatility—are more difficult (that is, costly) to monitor, in large part because of greater information asymmetries between managers and outside directors (see, for example, Demsetz and Lehn [1985]; Gillan, Hartzell, and Starks [2006]; and Coles, Daniel, and Naveen [2008]). Because it is costly for outside directors to acquire and process the information necessary to effectively monitor managers, firms characterized by greater information asymmetry between managers and outsiders are predicted to have a higher proportion of inside directors.

A growing body of empirical literature examines the relation between information processing costs and board structure.10 Information acquisition and processing costs are generally thought to increase with information asymmetry, where information asymmetry (and monitoring difficulty in general) is typically measured using proxies such as the market-to-book ratio (or Tobin’s Q), R&D expenditures, stock-return volatility, firm size, number of analysts, analyst forecast dispersion, and the magnitude of analyst forecast errors.

Across a variety of research designs and samples, empirical evidence generally supports the idea that the proportion of outside directors is lower at firms with greater information asymmetry between insiders and outsiders, and at firms where idiosyncratic (that is, firm-specific) knowledge is more likely to be important (see, for example, Linck, Netter, and Yang [2008]; Lehn, Patro, and Zhao [2009]; and Cai, Qian, and
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10 See, for example, Boone et al. (2007), Coles, Daniel, and Naveen (2008), Linck, Netter, and Yang (2008), Lehn, Patro, and Zhao (2009), and Cai, Qian, and Liu (2009).
Liu [2009]). Although the empirical evidence is largely consistent, establishing the direction of causality of this relation is more elusive.

A recent study by Armstrong, Core, and Guay (2014) attempts to discern the direction of causality by examining regulatory requirements that require certain firms to increase their proportion of outside directors. They find evidence that a mandatory increase in the proportion of outside directors is associated with a decrease in information asymmetry, as measured by an increase in the frequency and precision of management forecasts and an increase in coverage by financial analysts. Armstrong, Core, and Guay (2014) interpret their results as evidence that firms can and do alter certain aspects of their transparency to accommodate the information demands of independent directors.

In a related study, Duchin, Matsusaka, and Ozbas (2010) find that regulations that increase the proportion of outside directors resulted in lower firm performance when information acquisition costs are high. In other words, because some firms optimally have a smaller proportion of independent directors, regulators should use caution when considering whether to require firms to decrease insider representation on their boards.

The results of these studies are inconsistent with the view often articulated by researchers that boards with a higher percentage of outside directors facilitate better governance by acting to ensure lower information asymmetry with management. The results instead suggest that firms’ inherent information transparency, which is largely dictated by characteristics of their operating environment, drives the choice regarding the optimal proportion of outside directors.

Another aspect of board structure that has received attention in the literature is the CEO’s role on the board—particularly whether the CEO is also the chairman of the board, as is currently the case for about 60 percent of the firms in the Standard & Poor’s 500 index. Brickley, Coles, and Jarrell (1997) argue that the prospect of becoming the chairman of the board acts as an incentive mechanism for CEOs, suggesting that more successful and talented CEOs are more likely to be awarded chairmanship of the board. A prediction more closely related to our discussion is that because CEOs typically have the most detailed firm-specific information, CEOs are more likely to be delegated greater control at firms with greater information asymmetry between insiders and outsiders (Brickley, Coles, and Linck 1999).

Some studies also predict that the CEO’s ability influences the evolution of board independence. In particular, CEOs with superior ability and a history of strong performance may acquire significant bargaining power, which they can use to surround themselves with loyal directors, thereby reducing the independence of the board (Hermalin and Weisbach 1998). At the same time, shareholders may decide that more board independence is necessary to monitor a powerful CEO, particularly when information asymmetry has the potential to lead to agency conflicts (although the feasibility of structuring a strong independent board in this situation is an empirical question). Collectively, these CEO-related hypotheses do not lead to an unambiguous prediction about the relation between information transparency and the combined roles of CEO and chairman. Accordingly, it may not be surprising that Linck, Netter, and Yang (2008) fail to find a significant relation between information asymmetry and the incidence of the combined roles of CEO and chairman.

Even if we accept the premise that outside directors require high-quality information to perform their monitoring and advisory roles, they are unlikely to know precisely the extent of their information disadvantage; hence they must rely on credible commitment mechanisms to ensure that the information environment is transparent. That raises the question of how managers can credibly pledge to truthfully convey (or how they can be compelled by outside directors, shareholders, and other parties to so convey) their private information about the firm’s activities and financial health. Leuz and Verrecchia (2000) provide a lucid discussion of the important distinction between a commitment to disclosure and voluntary disclosure. The former is an ex ante decision to provide information regardless of its content, whereas the latter is an ex post decision of whether to provide information after observing its content. The authors discuss a commitment to disclosure in the context of a firm’s cost of capital, but their arguments translate to the governance setting, in which boards require mechanisms to compel managers to disclose information regardless of whether doing so is in the managers’ interests.

The accounting literature on board structure has identified several mechanisms that entail a commitment to transparent financial reporting, including:

- committing to report timely financial accounting information in general (for example, earnings timeliness);
• making a more specific commitment to report information about losses in a timely manner (for example, conservative financial reporting);
• hiring a high-quality auditor who reports to an independent audit committee;
• inviting financially sophisticated outsiders to sit on the board, and;
• maintaining or encouraging the monitoring efforts of more active investors.

3.1 Timeliness of Financial Reports

Bushman et al. (2004) note that outside directors require timely information to assist them in carrying out their monitoring and advising responsibilities, and timely financial reporting in general, and the timely reporting of earnings in particular, have the potential to help satisfy these informational demands. However, the authors discuss the difficulty in formulating a prediction with respect to the relation between the timely reporting of earnings and board structure. On one hand, the foregoing theoretical arguments suggest that outside directors are likely to be less effective at a firm that has not made a commitment to reduce information asymmetry between insiders and outsiders. Thus, one might expect to find a positive relation between the proportion of outside directors and timely financial reporting (as a proxy for low information asymmetry). On the other hand, Bushman et al. also argue that low transparency can increase the scope for agency conflicts between shareholders and managers, thereby necessitating a greater proportion of outside directors to monitor management in situations where earnings are less timely.

With regard to the latter argument, it is instructive to consider how outside directors can be effective monitors in the face of low transparency. One possibility might be that low transparency is “correctable” and that outside directors will work to improve transparency so that they can more effectively monitor and advise management. If this were true, however, the negative relation between earnings timeliness and outside directors should be temporary (observed only until the outside directors correct the transparency problems). Possibly as a result of these conflicting forces, Bushman et al. (2004) fail to find a significant relation between earnings timeliness and the proportion of outside directors.

3.2 Conservative Financial Reporting

Ahmed and Duellman (2007) also recognize the tension that outside directors require high-quality timely information to effectively monitor and advise managers, but, at the same time, that managers may have incentives to distort or conceal their private information. In contrast to the focus of Bushman et al. on the overall timeliness of earnings, Ahmed and Duellman emphasize the timeliness with which “bad news” is reported. Bad news can reasonably be viewed as central to the informational conflict between management and outside parties (including outside directors), as it will paint management’s performance in an unfavorable light. (See, for example, discussions by Watts [2003]; Ball and Shivakumar [2005]; and Kothari, Shu, and Wysocki [2009].)

In the accounting literature, the term “conservatism” is ascribed to the property of accounting reports that subjects bad news to a lower verification standard than good news and thus provides more timely recognition of bad news than good news in earnings. The more timely recognition of bad news is achieved through a variety of reporting rules and choices that commit managers to recognize and disclose difficult-to-verify information about losses more quickly than information about gains. For example, a decline in the value of inventory, goodwill, and other long-lived assets is recognized in a timely manner (such as recording an impairment charge), but a commensurate increase in value is recognized only when it is easy to verify—typically when there is an external arm’s-length sale or exchange. Thus, it seems reasonable to characterize conservatism as the set of financial accounting rules and conventions that facilitate more complete and timely corporate disclosure by committing managers to report bad news sooner than it might otherwise surface (Guay and Verrecchia 2007).

Notwithstanding issues related to the measurement of conservatism, which are not unique to their paper, Ahmed and Duellman (2007) find that the degree of conservatism in accounting earnings is greater for firms with a higher proportion of outside directors. This result is consistent with the hypothesis that timely recognition of bad news aids these directors in carrying out their monitoring and advisory roles.

11 Financial accounting properties such as earnings timeliness may or may not be good proxies for information asymmetry between managers and outside directors. Earnings timeliness is likely to be influenced by both firm- and industry-specific characteristics as well as by manager-specific characteristics. Thus, low earnings timeliness does not necessarily imply that a company has substantial information asymmetry between managers and outside directors. For example, even when managers are doing their best to convey their private information, they may be unable to credibly convey relevant and reliable information about their firm through the financial reporting process if their firm is growing fast in an uncertain business environment.
This result does not, however, speak to the direction of causality. Thus, shareholders may choose to appoint more outside directors when the firm’s accounting is relatively more conservative (thus providing the timely information outside directors require to effectively govern); or instead, outside directors may facilitate the timely recognition of bad news through their efforts to elicit such information from management.

3.3 The Audit Committee of the Board of Directors

Outside directors on the audit committee are likely to bring greater independence in monitoring management’s financial reporting activities and, like outside directors in general, they are thought to require more information transparency to fulfill their responsibilities. However, regardless of their efforts, outside directors on the audit committee are unlikely to understand the firm’s financial reporting process as well as inside directors do.

Klein (2002a, b) examines hypotheses similar to those in Bushman et al. (2004) but in the context of outside directors on the audit committee rather than on the board as a whole. Klein (2002a) predicts and finds that more complex firms, and firms with greater uncertainty and growth opportunities, are less likely to have outside directors on the audit committee. This result is consistent with outside directors being asked to serve only in settings where there is sufficient information transparency to allow them to effectively fulfill their advising and monitoring roles.

Klein (2002b) and Krishnan (2005) document that the proportion of outside directors on the audit committee is negatively related to the incidence of internal control problems, as publicly disclosed on U.S. Securities and Exchange Commission (SEC) Form 8-K when a change of auditor occurred. The results in these two papers are consistent with outside directors having both an incentive and the ability to monitor the financial reporting process, and with outside directors curtailing earnings management that is not in shareholders’ interests. However an alternative interpretation, which is also consistent with the collective evidence, is that management and shareholders recognize the need for their corporate financial reporting process to be transparent when they invite more outside directors to sit on the board (or that outside directors will agree to join the board only when the firm has made a commitment to transparent financial reporting). This alternative interpretation emphasizes shareholders’ and potentially management’s, incentives to proactively mitigate agency conflicts that arise when financial reporting is not transparent. Empirical evidence also indicates that shareholders recognize the difficulties that directors face in monitoring the financial reporting process and provide greater remuneration to audit committee members when monitoring demands are greater.\(^{12}\)

3.4 Adding Outside Financial Experts to the Board

In the wake of several high-profile accounting scandals in the early 2000s and the passage of stricter disclosure rules in the Sarbanes-Oxley Act of 2002, the role of financial experts on boards of directors became a timely issue in accounting research. Financial experts are thought to have better capabilities with respect to monitoring and advising on financial reporting and disclosure issues than their non-expert counterparts.

Although we are not aware of a well-accepted definition of “financial expert” in the academic literature on corporate governance, it seems intuitive that a director with a background in public accounting, auditing, or financial operations—such as a chief financial officer (CFO), controller, or treasurer—would possess financial expertise.\(^{13}\) However, the Sarbanes-Oxley Act uses a broader definition of how a director can obtain financial expertise. The definition includes, for example, experience in managing individuals who carry out financial reporting and financial operations. As a result, the Sarbanes-Oxley definition of “financial expert” includes individuals such as CEOs and company presidents who do not necessarily have expertise in analyzing financial reports or accounting practices.

In the absence of regulatory requirements, a firm will presumably invite a financial expert to sit on its board for one of the following reasons: (1) management requires advice on corporate finance or financial reporting strategy, (2) management wants to credibly commit itself to more intense monitoring of corporate finance or financial reporting strategies, or (3) shareholders (for example, blockholders) pressure or require management to add an expert to the board because of concerns about insufficient monitoring. In the first case, an outside financial expert can perform an advisory role only if the firm’s financial reporting and information environment...


\(^{13}\) In the SEC’s Regulation S-K, Item 401, the qualifications of an audit committee financial expert include an understanding of accounting standards and financial statements; an ability to assess the general application of accounting principles; experience in preparing, auditing, or analyzing financial statements; an understanding of internal control over financial reporting; and an understanding of audit committee functions.
are transparent. Thus, one might expect a positive relation between information transparency and the presence of financial experts on the board. In the second and third cases, an outside financial expert may be asked to sit on the board when the firm's financial reporting and information environment are not sufficiently transparent and additional monitoring and advice from a financial expert will make it more so. In this scenario, one might expect to observe a negative relation between information transparency and the presence of financial experts that becomes positive over time as a result of a financial expert's actions to increase transparency. Thus, in cross-sectional tests, one could find a negative, positive, or no relation between information transparency and the presence of financial experts on the board.

Empirical research on these hypotheses is mixed but generally supports the prediction of a positive—although not necessarily causal—relation between information transparency and the presence of financial experts on the board. Xie, Davidson, and DaDalt (2003) show that board and audit committee members with corporate or financial expertise are associated with lower discretionary accruals (which the authors assume are used by managers to reduce transparency). Agrawal and Chadha (2005) find that the frequency of an earnings restatement is lower in companies with an outside financial expert director on either the board or the audit committee. In addition, Farber (2005) finds that firms subject to an SEC enforcement action have fewer financial experts on their audit committees. And Krishnan (2005) and Hoitash, Hoitash, and Bedard (2009) show that the financial expertise of audit committee members is negatively related to the incidence of internal control problems.

When interpreting the results of these studies, it is important to note that a positive relation between the presence of a financial expert on the board and transparency in financial reporting does not necessarily imply that financial experts cause greater transparency. Having a financial expert on the board may improve transparency, but instead it can also signal that a firm's financial reporting practices are of high quality. In particular, financial experts will presumably investigate the firm's financial reporting practices before agreeing to sit on the board and will do so only if the financial reporting practices are deemed to be of acceptable quality. In addition—or perhaps simultaneously—having a financial expert sit on the board can signal that management is committed to transparent financial reporting practices and is actively seeking advice and monitoring to achieve this objective. (Of course, the financial expert may be reluctant to accept a position that requires significant effort to ensure or establish transparency.) In work consistent with this signaling hypothesis, DeFond, Hann, and Hu (2005) find a positive stock price reaction when a director with accounting expertise is appointed to the audit committee, although this result is not found for nonaccounting experts who meet the broader Sarbanes-Oxley definition of a financial expert (see also Engel (2005)).

In a related vein, recent research examines the role of the CFO in transparent financial reporting. The CFO is a key individual with substantial decision-making authority over financial reporting, and therefore it seems reasonable to predict that a fastidious CFO with appropriate incentives could have a positive influence on the quality of financial reporting. Bedard, Hoitash, and Hoitash (2014) provide evidence of higher financial reporting quality when the CFO holds a seat on the board of directors. This finding suggests either that board membership of CFOs enables other directors to better monitor the financial reporting process or that high-quality financial reporting is indicative of a high-quality CFO who is likely to be valuable on the board. Li, Sun, and Ettredge (2010) find that firms with internal control weaknesses as defined in Sarbanes-Oxley (sec. 404) have CFOs with lesser professional qualifications, and that newly hired CFOs with greater qualifications are associated with improvements in auditor opinions about internal control weaknesses.

---

\[\text{Empirical research on these hypotheses is mixed but generally supports the prediction of a positive—although not necessarily causal—relation between information transparency and the presence of financial experts on the board.}\]

---

\[\text{14 As evidence supporting the incentives of CFOs to maintain high-quality financial reporting systems, Hoitash, Hoitash, and Johnstone (2012) and Wang (2010) document that CFOs of firms with weak internal controls receive lower compensation. Further, Wang (2010) and Li, Sun, and Ettredge (2010) show that CFOs of firms with internal control weaknesses experience a higher rate of forced turnover.}\]
3.5 Outside Directors as a Mechanism to Mitigate Agency Conflicts with Creditors and Other Contracting Parties

A number of recent papers explore the notion that in addition to mitigating agency costs between managers and shareholders, outside directors can also help resolve agency conflicts between managers (acting on behalf of shareholders) and other stakeholders, such as creditors, employees, customers, and suppliers. Outside directors may do so given their reputational capital, which may temper their willingness to follow managers in taking ex post opportunistic actions—including financial reporting decisions—that benefit managers and shareholders but are detrimental to other stakeholders (see, for example, Fama and Jensen [1983], Gerety and Lehn [1997], and Srinivasan [2005]).

Further, outside directors and other external parties have many of the same informational demands. For example, firms that use transparent financial reporting to credibly convey timely and reliable information to outside directors can simultaneously convey this information to external stakeholders and contracting parties. At the same time, inside directors, most of whom are executives with substantial equity ownership, may have difficulty convincing stakeholders that management will not distort financial reports when it is in management’s interest to do so. Thus, while outside directors are commonly viewed as champions of shareholders’ interests in their monitoring of managers, it may be that outside directors are also more willing, ex post, to take actions that are counter to shareholders’ interests when such actions conflict with the interests of other contracting parties. 15 This, of course, does not mean that outside directors are ex ante detrimental to shareholders. Rather, shareholders may maximize value ex ante by committing to constitute a board that will internalize other contracting parties’ interests ex post, thereby reducing agency conflicts and contracting costs with these other parties.

15 Adding to the richness of this perspective is the legal view that directors are generally regarded as having a primary fiduciary responsibility to shareholders rather than to the firm’s other contracting parties. Huebner and McCullough (2008) note that in 2007 the Delaware Supreme Court summarized the duties of directors as follows: “It is well established that the directors owe their fiduciary obligations to the corporation and its shareholders. While shareholders rely on directors acting as fiduciaries to protect their interests, creditors are afforded protection through contractual agreements, fraud and fraudulent conveyance law, implied covenants of good faith and fair dealing, bankruptcy law, general commercial law and other sources of creditor rights. Delaware courts have traditionally been reluctant to expand existing fiduciary duties. Accordingly, ‘the general rule is that directors do not owe creditors duties beyond the relevant contractual terms.’” (North American Catholic Educational Programming Foundation, Inc. v. Gheewalla, 930 A.2d 92 [Del. 2007])

Carcello and Neal (2000, 2003) allude to this role for outside directors by arguing that outside directors take actions to protect the independence of the auditor and the integrity of the financial reporting system even when it might not be in shareholders’ interests to do so. Bhojraj and Sengupta (2003) explicitly examine the role of outside directors in reducing agency conflicts with creditors. They document that firms are able to borrow at lower rates when they have a higher proportion of outside directors on the board. Anderson, Mansi, and Reeb (2004) also find this relation between the cost of debt and overall board independence, as well as a negative relation between the independence of the audit committee and the cost of debt.

These results are consistent with two non-mutually exclusive explanations. One is that causality runs from outside directors to the cost of debt: The independence and personal reputational concerns of outside directors induce them to monitor and constrain managers’ ability to engage in self-interested actions. If these self-interested actions are detrimental to either the value of the firm as a whole or to the value of creditors’ claims in particular, the proportion of outside directors is expected to be negatively related to the cost of debt. The second possibility is that because outside directors require timely information to effectively monitor and advise management, firms that are more informationally transparent are able to attract a greater proportion of outside directors to sit on the board. And if a more transparent information environment facilitates less costly contracting with creditors, one again expects to find that the proportion of outside directors is negatively related to the cost of debt. (Note, however, that this latter possibility does not imply that outside directors cause a lower cost of debt.)

3.6 Active Investors

Jensen (1993, 867) discusses the merits of active investors as a governance mechanism:

Active investors are individuals or institutions that simultaneously hold large debt and/or equity positions in a company and actively participate in its strategic direction. Active investors are important to a well-functioning governance system because they have the financial interest and independence to view firm management and policies in an unbiased way. They have the incentives to buck the system to correct problems early rather than late when the problems are obvious but difficult to correct.
To make efficient investing decisions, active investors require timely and reliable information that enables them to monitor management’s actions and to participate in the firm’s strategic direction. Further, as Jensen (1993) notes, active investors have the financial incentives and clout to influence management’s decisions regarding the timeliness and reliability of the information conveyed to outsiders. These arguments suggest that information transparency and the presence of active investors are complementary and should therefore be positively correlated.

In an alternative hypothesis, proposed by Demsetz and Lehn (1985) and Bushman et al. (2004), active investors and other effective monitors are most valuable in situations with relatively low information transparency, which leads to a negative relation between transparency and the presence of active investors. Shleifer and Vishny (1997) offer a competing view, suggesting that investors with a relatively large share of a company’s equity or debt (blockholders) can influence management and secure private benefits at the expense of diffuse shareholders and creditors. And if timely and reliable disclosures constrain the ability of blockholders to secure such private benefits, one expects a negative relation between blockholders and information transparency. Therefore, determining the direction of causality of the negative relation between active investors and information transparency may require further tests. Specifically, do active investors gravitate to low transparency firms because that is where their monitoring ability is most valuable? Or do these investors instead seek firms with low transparency in an attempt to secure private benefits to the detriment of diffuse shareholders? Perhaps reflecting an amalgamation of these conflicting effects, the empirical evidence is mixed on the relation between various types of active investors and the degree of information transparency.16

Active investors also operate in the market for corporate control, where active investors may choose to acquire a controlling interest in a firm in an attempt to resolve extreme agency conflicts. Ferreira, Ferreira, and Raposo (2011) emphasize the role of the information environment in facilitating the market for corporate control as an alternative to board monitoring. They find that price informativeness, measured by the probability of informed trade, is negatively associated with board independence, and that this result is stronger for firms with more institutional investors and greater exposure to the market for corporate control. These findings suggest that liquid markets with informative security prices can facilitate monitoring by investors, which can sometimes substitute for monitoring by outside directors.

The role of financial reporting in facilitating activity in the market for corporate control has recently gained attention from researchers seeking to understand how potential acquirers obtain the information necessary to make efficient investment decisions. Zhao and Chen (2008) advance a so-called quiet-life hypothesis to explain why weakening the market for corporate control might be associated with greater transparency in financial reporting. They argue that when managers are protected from discipline from the market for corporate control, there is less reason to engage in earnings management to distort the information environment. In a finding consistent with this hypothesis, they show that firms with staggered (or classified) boards, which make a hostile takeover more difficult, have a lower incidence of accounting fraud and smaller absolute abnormal accruals. In a related paper, Armstrong, Balakrishnan, and Cohen (2012) find that firms improved the quality of their financial reporting following the passage of state antitakeover laws, which weakened the efficacy of the market for corporate control.

3.7 The Difficulty in Identifying “Good” and “Bad” Governance

Underlying our discussion of financial reporting and agency problems is the broad notion that contracting costs and frictions limit the extent to which contracting parties can mitigate these agency problems. The cost of transferring the relevant financial and nonfinancial information to outside directors and shareholders is one such friction. The costs and benefits of transferring information between managers, directors, and shareholders differ across firms, industries, and countries, as well as over time; so one should expect firm-, industry-, and country-specific variation, as well as time-series variation in governance mechanisms. In other

16 See Bushman et al. (2004), Farber (2005), Agrawal and Chadra (2005), Bhojraj and Sengupta (2003), and Ashbaugh, Collins, and LaFond (2006).
words, since the most efficient, value-maximizing governance structure can differ both across firms and over time, it is usually unproductive to seek one-size-fits-all best practices in corporate governance.

We recognize that many studies (as well as many researchers) explicitly or implicitly take a different view of time-series and cross-sectional variation in governance structures, labeling certain structures (for example, a high proportion of outside directors and high-powered pay-for-performance compensation plans) as being unconditionally “good” (strong) or “bad” (weak). Our understanding of this literature leads us to conclude that bad (weak) governance is broadly intended to mean that serious agency conflicts exist between shareholders and managers, and that some (often unarticulated) contracting cost or friction prevents shareholders from implementing good, or at least better, governance mechanisms that would mitigate these agency conflicts.

In many cases, however, this view ignores the extensive economic arguments and empirical evidence showing that firms considered to have bad governance may have sometimes, in fact, appropriately (and endogenously) selected the most efficient governance structure given the circumstances. For example, many papers designate firms with a relatively high proportion of outside directors as having a good governance structure, implying that firms with the highest proportion of outside directors have the best governance. These and other normative labels are ascribed to different firms even though, as described above, extensive theory and empirical evidence indicate that a board with relatively few outside directors is sometimes optimal.

We also emphasize that the mere existence of an agency conflict, or the observation of an action that might be a symptom of an unresolved (or residual) agency conflict (such as earnings management or even accounting fraud) does not imply a deviation from shareholders’ preferred governance structure. As Jensen and Meckling (1976) point out, no governance structure is likely to eliminate all agency conflicts. Thus, researchers should expect to observe symptoms of residual agency conflicts in the actions of executives even at what seem to be well governed firms.17 Guay (2008) makes a related point regarding boards’ delegation of control rights to CEOs. In widely held corporations, it is well understood that shareholders delegate substantial decision rights to the board of directors, in part because of the considerable information acquisition and coordination costs that shareholders would have to incur to make many key decisions themselves. In turn, and for many of the same reasons, it is efficient for the board of directors to delegate many, if not most, decision rights to executive management, even while recognizing the possibility that managers will sometimes take self-interested actions at the expense of shareholders.

An alternative way of characterizing these points is to suggest that the notions of good and bad corporate governance should, at a minimum, be conditioned on a consideration of a firm’s relevant economic characteristics, such as its operating and information environment and its use of complementary and substitute governance mechanisms. Only then can one begin to make statements about whether certain governance structures are good or bad.18 We also note that this procedure should also entail a certain symmetry: After conditioning the analysis on the appropriate economic characteristics, one must consider that too much or too little of a particular governance mechanism may render a firm’s governance structure “bad.” For example, firms can have too few or too many outside directors, and in both cases, this should be considered “bad.”

For a firm with a conditionally unusual governance structure, a natural question to ask is, why does it have that structure? A broad interpretation of the governance literature suggests at least three possibilities: (1) Some economic determinant of the governance structure or some firm-specific variation in the costs and benefits of certain governance structures is unknown to the researcher and not captured in the governance expectation model (that is,

17 As an example, consider that as directors hire and fire CEOs over time, successful CEOs become more powerful as an increasing function of their success and tenure. It is tempting to view agency conflicts related to powerful CEOs—such as perquisite consumption, empire building, and accounting distortions—as indicative of a breakdown of the governance system. However, as Heralmil and Weisbach (1998) note, a successful CEO will gain bargaining power that can be used to extract rents, such as high annual pay or large perquisites. For example, Baker and Gompers (2003) find evidence consistent with successful CEOs being able to bargain for less independent boards. Therefore, what might look like an agency problem stemming from a

18 However, see Brickley and Zimmerman (2010) for a further cautionary discussion about potential problems with even this type of conditional benchmarking.

Since the most efficient, value-maximizing governance structure can differ both across firms and over time, it is usually unproductive to seek one-size-fits-all best practices in corporate governance.
certain variables are omitted from the model). (2) Economic frictions prevent shareholders at some firms from instituting the desired (“good”) governance structure, or alternatively the frictions slow down the process (recognizing that it can take time for shareholders and boards to learn about evolving governance structures). (3) Shareholders behave heuristically or irrationally and do not attempt to implement governance mechanisms that maximize shareholder value.

The first of these possibilities was the focus of our foregoing discussion, and we emphasize that research has already shown that financial reporting characteristics are important determinants of governance structures. We encourage researchers to ensure that their governance models are appropriately specified and incorporate these determinants. The third possibility may be relevant, but the heuristic/irrational perspective is beyond the scope of this article. It is the second possibility, that frictions inhibit the adoption of certain governance structures, that warrants further discussion.

If shareholders recognize that certain governance structures are better (that is, more efficient) than the existing structures—which seems to be the case if one accepts the common argument that good and bad governance structures can be identified with relative ease—it begs the question, what are these frictions that prevent shareholders from making adjustments, and how do they vary across firms and over time?

To begin, we suggest that the stage of a firm's life cycle is likely to be important in explaining observed governance practices. Early in their life cycle, most firms are closely held, with equity ownership concentrated among entrepreneurs, venture capitalists, private equity firms, or other institutional and sophisticated investors. These owners have strong incentives to implement an optimal governance structure to ensure that they maximize the price at which they eventually sell their claims to outside investors. Further, at this stage of development, the selection of governance structures may be less hampered by frictions—including regulations—that exist in widely held firms (although there may be frictions stemming from the process by which owners learn about the merits of alternative firm-specific governance structures). Over time, however, firms change. Closely held firms become widely held, creating a variety of frictions, informational demands, and free-rider problems with respect to adjusting governance structures. Growing firms mature. Firms that originally had difficulty conveying information related to their operating strategy and potential for creating value find that financial reporting systems and other disclosure mechanisms are better able to reduce informational asymmetries between managers and outside investors.

We encourage researchers not only to identify and quantify the costs and frictions that prevent or impede firms from adjusting their governance structures, but also to examine how these frictions vary cross-sectionally and over time. The determinants of cross-sectional variation in frictions are likely to include organizational structure, ownership structure, information asymmetry between managers and shareholders, and geography. An example of the influence of geography is provided by Knyazeva, Knyazeva, and Masulis (2013), who show that firms located near smaller pools of prospective directors have fewer independent directors and less-experienced directors overall and that this friction can be costly. Similarly, John, Knyazeva, and Knyazeva (2008) argue that the geographic distance between a firm’s headquarters and its investors affects the firm's information environment which, in turn, affects the firm's dividend policies.

4. Governance in Banks and Other Financial Intermediaries

In this section, we discuss how some of the key concepts developed in the previous section apply to banks and other financial intermediaries. We place a particular emphasis on how certain features that are unique to financial institutions—and banks in particular—influence their governance structures. In the course of our discussion, we also highlight some important aspects of financial institutions’ governance that have not been examined in the academic research that was the focus of our earlier discussion. Much of the research on the governance of nonfinancial firms abstracts away from the influence of regulations.

In the financial services sector, however, regulatory oversight is an integral part of bank operations. Consequently, regulatory oversight and compliance play a prominent role in the governance of banks. In addition, much of the regulatory supervision that is unique to banks takes the form of regulators communicating with and gathering information from directors who are largely out of sight to external parties such as equity and credit analysts.

Ultimately, the set of governance mechanisms found in banks is likely to reflect not only those mechanisms implemented by shareholders to resolve agency conflicts with directors and managers, but also those instituted by
The evolving nature of banking, regulation, and the public’s expectations for safe financial institutions adds an additional layer of complexity when examining the governance and information environments of these institutions. Some of the more pressing questions that need to be addressed are given below:

- Are the internal and informal governance mechanisms of banks a substitute for, or a complement to, supervision and regulation?
- Should boards—whose mandate is to ensure effective internal governance of a financial firm—consider bank regulators as partners or adversaries? Similarly, should regulators consider bank boards to be their partners? If so, what are the potential benefits and costs of such a relationship?
- What economic models could shed light on issues such as delegation of authority, assignment of responsibility, and design of incentive-compatible tasks?

To help frame these and other important questions, we highlight several unique features of bank governance that have been emphasized in banking studies.

4.1 What Is Different about the Governance of Banks and What Governance Structure Is Most Efficient?

Earlier research has documented a number of prominent differences between the governance structures of financial and nonfinancial institutions. For example, relative to their nonfinancial counterparts, banks tend to have larger boards, more outside directors and more committees, less equity-based compensation and insider ownership, less block ownership by institutions, and more CEOs who also serve as chairman of the board. These differences do not necessarily imply that these are efficient arrangements for the financial stability of the banking system. They may be transitory, and the optimal governance structure for shareholders may deviate from the structure that would be optimal from a social welfare perspective.

Footnote 21 (continued)
1933 Glass-Steagall Act; and in the wake of the global financial crisis, the 2010 Dodd-Frank Act, which imposed extensive regulations on banks.

22 See, for example, Adams and Mehran (2003), Hayes et al. (2004), Core and Guay (2010), Adams and Mehran (2012), and Mehran, Morison, and Shapiro (2012).
Moreover, previous evidence on structure gathered in periods when bank bailouts were expected, may well have become outdated because of subsequent regulatory reforms in the Dodd-Frank Act and elsewhere. Those reforms may have moderated expectations about the likelihood of future bailouts and increased expectations about the likelihood of “orderly resolutions” of distressed financial institutions. It is therefore possible, and perhaps even likely, that financial institutions will alter their governance structures going forward, either voluntarily or by law. Indeed, early evidence from 2014 proxy filings (Form DEF-14A) with the Securities and Exchange Commission suggests that the number of banks choosing to have a standing risk committee at the board level has risen.

The Dodd-Frank Act’s introduction of so-called living wills and its explicit prohibition against future bailouts are two of the law’s key elements that are likely to influence the dynamics of governance mechanisms. The Act’s introduction of so-called living wills and its explicit prohibition against future bailouts are two of the law’s key elements that are likely to influence the dynamics of governance mechanisms. We conjecture that these regulatory changes are likely to affect stakeholders’ perceptions of the risk associated with banks and may also affect banks’ cost of capital. Consistent with this idea, Mehran and Mollineaux (2012) discuss how the new regulations affect equity analysts’ risk perceptions. In particular, they argue that banks are likely to enhance their voluntary disclosure and proactively seek ways to ensure that they pass the annual stress test of capital adequacy required under Dodd-Frank. These actions should, in turn, expand the information available to bank stakeholders, including investors, as we note below.

We also suggest that annual stress testing, one of the more conspicuous aspects of recent reforms, may provide different incentives for financial institutions’ various stakeholders. The test is likely to both reduce the incentive for information production by analysts (Mehran 2010; Goldstein and Sapra 2013) and enhance management’s incentives to make voluntary disclosures. Regarding the second point, just as firms that expect to miss earnings targets frequently make preemptive announcements, banks may benefit from proactively disclosing negative information about their capital conditions before regulators release the news after their annual review. In doing so, management can influence how stakeholders interpret the negative test results and potentially ameliorate the negative consequences the firm may face in the equity and credit markets. Further, regular voluntary disclosures could be perceived by investors as a commitment to transparency (the benefits of which are discussed in Guay and Verrecchia [2007]) and as an indication of a cooperative relationship between management and regulators.

4.2 Banks’ Information Environment and Opacity

The efficacy of capital markets in monitoring the health and riskiness of financial institutions is an important research question—particularly in the wake of the recent financial crisis. Extant research that compares the transparency of banks with that of nonfinancial firms provides mixed results. For example, Morgan (2002) examines bond analyst ratings and finds that the dispersion of ratings is larger for banks than for other firms. He interprets this finding as supporting the notion that banks’ assets are “opaque.” In contrast, Flannery, Kwan, and Nimalendran (2004) report that banks and nonfinancial firms have equity bid-ask spreads of similar magnitude; the authors, in general, do not find empirical support for the notion that banks are more opaque than nonfinancial firms.

Other research examines whether security prices of banks react differently to news about corporate developments and financial condition than do securities prices of nonfinancial firms. One potential reason for a differential reaction is the influence of bank regulators on both bank strategic decisions and bank disclosure. For example, investors may differentially react to equity issuances, given that banks typically issue equity to maintain regulatory capital, whereas nonfinancial firms tend to do so to fund investment opportunities. The reactions to news about poor financial health may also differ because of investor uncertainty about the regulatory response to the news—for example, regulators may intercede on the bank’s behalf, or prevent or require certain corrective actions, or suppress or encourage certain disclosures. The results from

---

23 At the same time, firms may also have incentives to strategically time their disclosure of negative information. For example, if it is likely to reduce the price a firm expects to receive from a pending sale, then it may delay disclosure until the sale is completed.

24 See Beatty and Liao (2014) and Bushman (2014) for a comprehensive review of the literature on financial reporting and transparency in financial institutions.
this literature are generally mixed. The main finding is that the market reaction is more pronounced for firms that face larger information asymmetries.²⁵

Flannery, Kwan, and Nimalendran (2013) extend these ideas, examining whether the greater opacity of banks relative to nonfinancial firms varies with the state of the economy. Their results indicate that although banks and other firms exhibit similar degrees of opacity during periods of stability, banks are relatively more opaque during financial crises, where opacity is measured using bid-ask spreads and the price impact of trades. These results raise a question about the roles of managers, investors, creditors, and regulators in influencing transparency at various points in time. The following scenario discusses and illustrates these roles and the incentives that the various parties face.

Suppose that three parties are involved in the production of information in the banking sector: bank managers, equity and credit analysts, and regulators. Now consider each party’s incentives for information disclosure.

- **Bank managers:** Bank management is expected to be reluctant to release timely bad news if it perceives that its disclosure could result in a shift of its control rights to regulators, creditors, or other stakeholders. Thus, bad news might be concealed from regulators, which would make early discovery of problems harder for regulators. Bad news would also likely reach other stakeholders relatively late. Thus, the amount of managements’ adverse private information could be large during normal times and even larger during times of crisis.

- **Analysts:** Given the asymmetric nature of the payoffs to equity and debt securities, equity analysts are likely to be more active than credit analysts in their coverage of a firm when its equity price is high. Conversely, when the equity price is low, equity analysts are likely to be relatively passive and credit analysts relatively active. In fact, many firms are unlikely to have equity analyst coverage in the six months prior to their bankruptcy filings (Mehran and Peristiani 2006), while credit analysts may begin to devote effort to valuing the assets-in-place in anticipation of a sell-off or other forms of restructuring. However, credit analysts have less of an incentive to evaluate banks in financial distress because of their expectation of regulatory supervision and intervention as well as the potential for a bailout.

- **Regulators:** It is not clear whether regulators strategically time the release of bad news about banks. Moreover, the size of potential losses may be uncertain at the time that regulators disclose this information to stakeholders. With later disclosure, the effect on security prices might be large.

The foregoing description of each party’s incentives may evolve in light of recent banking reforms, such as living wills. If the reforms improve the value of information and consequently enhance the incentive for its production, banks’ security prices may become more informative about growth and risk under a wider range of circumstances. Further research on this topic would be helpful for the effective regulation of banks.

### 4.3 Bank Governance during Financial Distress

An important challenge for bank stakeholders is preventing financial distress and, if it should arise, localizing and containing any adverse consequences. Potential defaults and subsequent runs by creditors and fire sales of assets witnessed during the recent financial crisis are a reminder of the potential social costs associated with the distress and failure of systemically important financial institutions.²⁶ The risk of such negative outcomes is largely due to the nature of banks’ assets and the relatively rapid speed at which the value of their assets can deteriorate. These features of the banking system can make workouts and bankruptcy more challenging.²⁷ Similarly, governance changes in the face of financial distress, including replacing management and the board, can be more difficult in the banking sector, notwithstanding the view often expressed that banks should be held to a higher level of accountability.²⁸ It will be interesting to see whether the Dodd-Frank resolution model that allows banks to fail will impose new discipline on banks’ choice of governance structures.

A related issue is management’s control of information in bad times and the potential for information asymmetry with respect to the board and regulators. As we indicated

²⁵ See, for example, Ryan (2012) for an overall review of this literature on market reactions to news; Cornett et al. (2014) regarding news of stock issuances; and Gupta, Harris, and Mehran (2015) for news of mergers and acquisitions.

²⁶ Firms with substantial intangible assets, including financial institutions, are likely to be especially vulnerable to negative news about their financial health and viability.

²⁷ See Skeel (2015) for further discussion.

²⁸ A potential exception might be government-assisted acquisitions, which occurred in a few cases during the recent financial crisis.
earlier, in difficult times, CEOs are more likely to withhold bad news about their poor performance or news that could otherwise be detrimental to their interests. This incentive may be particularly pronounced for bank managers if they perceive that the information could result in a loss of control rights to regulators and other stakeholders. In addition, if managers privately know that their bank is in distress, their expectation of a bailout—whether justified or not—may provide them with strong risk-taking incentives: they would benefit from the upside, but would be at least somewhat protected on the downside (although their assessment could be complicated by marketwide shocks and correlated risks). Alternatively, managers’ personal costs of taking action are particularly high during times of financial distress, this could dampen their incentives, especially if the benefits accrue largely to other stakeholders.

The foregoing discussion highlights the fact that management typically has more information than the board, and that the information disparity is expected to be more pronounced during bad times—particularly when the information is firm-specific rather than related to market and industry conditions. Thus, the board and regulators are likely to be at their greatest informational disadvantage relative to management when shareholders and the public are most in need of well-informed directors. This issue is of vital importance in the financial services industry, where timely decision making is crucial during crises because of the potentially systemic effects of these decisions.

4.4 Considerations for Improving Information Flow

As highlighted above, information flow between insiders and outside stakeholders is an important component of efficient governance for all institutions. We now discuss several mechanisms with which financial institutions could increase the flow of timely information to outsiders. Modifying governance structures to achieve a desired result entails both costs and benefits that warrant careful evaluation. The following measures seem well worth considering.

Separating the Positions of CEO and Board Chair

A number of studies highlight the benefits and costs of splitting the roles of CEO and board chair. A potential benefit of an independent board chair is an incentive to accurately disclose timely information to regulators, especially information that may help avert large losses to stakeholders. An alternative to separating the CEO and chair positions is providing a strong lead director who can act as a check on the information flow from management. If the change is initiated from the regulatory side, the authorities could provide flexibility by requiring that the board either separate the roles of CEO and board chair or publicly explain why it chose not to do so.

Succession Planning

Identifying successors to replace key individuals in the executive management team (including the CEO and CFO), should the need arise, is likely to contribute to an effective transition and a smoother flow of information. Although succession planning can generate tension between the incumbent executives and their designated replacements, the incumbents should recognize that they may be replaced under some eventuality, and thus their objective might be to avoid the realization of those situations. Moreover, some executives may not be able to execute their duties or may be forced to step down quickly because of unanticipated events. Naming and training potential replacements before a crisis strikes ensures continuity in the flow of information to stakeholders. Furthermore, a credible replacement could assist regulators and the board in the event that they need to quickly replace the CEO of a distressed institution. (The question of who knows the bank’s assets and could manage the bank if the management of a large institution were to be terminated was a widely discussed issue during the financial crisis.)

Identifying a credible replacement may also incentivize incumbent CEOs to work harder and smarter, and may also reduce their appetite for risk. In addition, potential successors (assuming they are internal candidates) are likely to communicate serious problems to the board because it increases the likelihood of their becoming CEO; delaying the disclosure of current problems may adversely affect their personal reputation and remuneration if the information is subsequently released during their tenure. Again, regulators may consider requiring financial institutions to either publicly disclose, or privately disclose to regulators, a viable and ongoing succession plan for certain executive offices.

Information Sharing with Supervisors

Regulators and managers can be encouraged to work together as a team to identify and address nascent issues. As noted earlier, bank insiders generally know about problems before regulators do and have a much better understanding of
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29 See Harris and Raviv (2014) for an alternative approach to providing incentives for sharing bad news with regulators.
firm-specific deficiencies and vulnerabilities. A regulatory system could be developed that rewards bank managers who inform regulators in a timely manner about bad news concerning their firm or industry. For example, information that is shared sooner could command a larger reward (or entail a lesser punishment).\textsuperscript{30} Rewarding the prompt disclosure of bad information can be justified on the grounds that it promotes cooperation with regulators.\textsuperscript{31} Further, it could reduce the likelihood of incurring even larger social costs from bank failures and possibly widespread market failure. Regulators could induce competition for early disclosure by rewarding banks that share information both with regulators and each other.

**Sharing the Results of Director Peer Assessments and Board Self-Evaluations with Regulators**

Peer assessments can arguably provide valuable information about the performance of specific directors and, ultimately, about the efficacy of the board as a whole. Directors are likely to differ in their reputation risk, which can lead to negative selection, whereby less reputable or less competent directors remain on the board while superior directors do not seek additional terms. Peer assessment, board self-evaluation, and sharing those results with regulators can facilitate the removal of ineffective directors, which benefits the remaining directors and other stakeholders.

**Encouraging Activists in the Credit Market**

Adams and Mehran (2003) argue that equity blockholders are relatively more passive in the banking industry because of the constraining effects of regulation on blockholders’ actions. Consequently, the potential benefits of activist investor involvement that have been documented in nonfinancial firms that are either in financial distress or troubled by inefficiencies associated with large agency problems are less likely to be available to financial institutions. However, bank creditors remain a potential source of greater activism. Mehran and Mollineaux (2012) find that bank creditors tend to be highly concentrated among large institutions. In a regulatory regime without bailouts, prices of debt securities at issuance are more likely to reflect default probability. Anticipating relatively large losses in the event of financial distress, creditors could become more proactive monitors, as argued by Shleifer and Vishny (1997).

5. **Conclusion**

We review the recent corporate governance literature that examines the role of financial reporting in resolving agency conflicts among a firm’s managers, directors, and shareholders. Although most of the research we review is large-sample and not specific to a particular industry, we transpose several arguments in this literature to consider the firm-specific governance structures and financial reporting systems of financial institutions.

Financial reporting plays an important role in reducing the information asymmetries that exist between managers and both outside directors and shareholders. Our discussion highlights the distinction between formal and informal contracting relationships and shows how both help shape a firm’s overall governance structure and information environment. We stress that a firm’s governance structure and its information environment evolve together over time to resolve agency conflicts. Consequently, we expect to observe different governance structures and financial reporting choices in different economic environments.

In the financial sector, the observed bank governance structures are likely the result of not only endogenous design, but also the existence of certain external monitoring mechanisms, including regulators. These may partly substitute for internal monitoring mechanisms, and they may evolve to serve the interests of shareholders and other stakeholders.


References (Continued)


REFERENCES (CONTINUED)


The views expressed are those of the authors and do not necessarily reflect the position of the Federal Reserve Bank of New York or the Federal Reserve System. The Federal Reserve Bank of New York provides no warranty, express or implied, as to the accuracy, timeliness, completeness, merchantability, or fitness for any particular purpose of any information contained in documents produced and provided by the Federal Reserve Bank of New York in any form or manner whatsoever.
An important unresolved issue is the extent to which bank transparency promotes or undermines bank stability. A large theory literature explores bank transparency and how it affects the risk profile of individual banks and the financial system as a whole. Overall, this literature finds that while credible public information about individual banks can enhance the ability of regulators and market participants to monitor and exert discipline on banks’ behavior, there are also endogenous costs associated with transparency that can be detrimental to the banking system.

Consider the positive effects of transparency. Transparency plays a fundamental corporate governance role in all industries, supporting monitoring by boards of directors, outside investors, and regulators, as well as the exercise of investor rights granted by existing laws. Credible, publicly available information is used to assess and reward the actions and performance of top executives and is incorporated into the design of incentive compensation contracts and decisions about when to fire executives (Bushman and Smith 2001; Armstrong, Guay, and Weber 2010). For banks, however, the role of information transcends the classic governance objective of aligning the behavior of executives with the interests of shareholders. Banks face distinctive governance challenges because they must balance the demands of being value-maximizing entities with those of serving the public interest (Mehran and Mollineaux 2012; Mehran, Morrison, and Shapiro 2011). High leverage combined with...
subsidized deposit insurance, government guarantees, and bank opacity creates motives and opportunities for risk taking that can be optimal from the point of view of shareholders, given limited liability, but not from that of the economy as a whole if it raises systemic risk through an increased probability of failure.\(^2\)

For example, Anginer et al. (2014) find that for an international sample of banks, shareholder-friendly corporate governance is positively associated with bank insolvency risk and, consistent with increased risk taking, is also associated with a higher valuation of the implicit insurance provided by the financial safety net. Also consistent with a conflict between firm-level governance and bank stability concerns are the findings of Fahlenbrach and Stulz (2011) that during the financial crisis of 2007-08, the price per-share performance of bank shares was worse for banks in which the CEOs incentives were better aligned with shareholders’ interests ex ante.

The banking literature suggests that, in addition to supporting corporate governance mechanisms, transparency can promote bank stability by enhancing the market discipline of banks’ risk-taking decisions (see, for example, Rochet [1992]; Blum [2002]; Cordella and Yeyati [1998]). Transparency can also limit regulatory forbearance by providing a basis for market participants to exert pressure on bank supervisors to intervene promptly in troubled banks (Rochet 2005). Market discipline can operate through the direct influence that market participants exert on a bank’s risk-taking behavior. For example, transparency may enhance ex ante discipline as bank managers anticipate that informed investors will quickly discern increased risk taking and demand higher yields on their investments. Market discipline can also operate through regulatory intervention triggered by market signals, such as the price movements of bank securities (see, for example, Stephanou [2010]; Flannery [2001]).

Beyond market discipline, transparency can mitigate indiscriminate panic and rollover risk by reducing the uncertainty of depositors and other short-term lenders about the solvency of individual banks (Ratnovski 2013; Gorton and Huang 2006). For example, it has been posited that recent bank liquidity crises were caused by increased uncertainty over banks’ solvency as assessed by participants in wholesale funding markets (Shin 2009; Goldsmith-Pinkham and Yorulmazer 2010; Huang and Ratnovski 2011). Transparency can also reduce the financing frictions imposed on banks seeking to raise capital in response to negative balance sheet shocks (Bushman and Williams 2015; Beatty and Liao 2011). The existence of financing frictions driven by asymmetric information underpins theories of monetary policy transmission through a bank lending channel (Kashyap and Stein 1995, 2000) and capital-crunch theories suggesting that regulatory capital concerns cause banks to restrict lending during economic downturns (Bernanke and Lown 1991; Bolton and Freixas 2006; Van den Heuvel 2009).\(^3\)

On the negative side, theory holds that transparency can lead to inefficient bank runs driven by coordination failures (Morris and Shin 2002; Chen and Hasan 2006); create reputational contagion when disclosure of a bank’s failure causes creditors in other banks to lose confidence in the bank regulator’s competence (Morrison and White 2013); adversely affect incentives of bank managers and lead them to make inefficient investment decisions (Goldstein and Sapra 2014); restrict interbank risk-sharing arrangements (Goldstein and Leitner 2013); and undermine banks’ ability to produce private money (Gorton 2013; Dang et al. 2014).

The tension between positive and negative effects of transparency is usefully illustrated in the context of the Dang et al. (2014) model. In the model, an important aspect of the benefits provided by banks is their ability to conceal information about the performance of firms to whom they have made loans and discourage the collection of information by outsiders. This suppression of information allows banks to provide risk-sharing benefits to depositors that cannot be achieved by a full-information capital market mechanism. Dang et al. (2014) do not consider agency problems and assume that banks act to maximize overall surplus in the economy. However, opacity is not free. While opacity provides positive benefits for liquidity and risk sharing, banks also face significant agency and governance problems in which opacity can dampen outside discipline on the decision making of bank executives. Why
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\(^2\) For more extensive discussions of what makes banks special in terms of corporate governance, see Laeven (2013) and Adams and Mehran (2003; 2008, revised 2011).

\(^3\) Granja (2013) suggests another benefit of bank transparency, showing that disclosure requirements mitigate information asymmetries in the auctions for failed banks. Specifically, Granja finds that, when failed banks are subject to more comprehensive disclosure requirements, regulators incur lower costs of closing a bank and retain a lower portion of the failed bank’s assets, while bidders that are geographically more distant are more likely to participate in the bidding for the failed bank.
provide a basis for building public trust in the regulatory process because statements and disclosures by bank supervisors can be assessed relative to the economics depicted in banks’ financial statements. Furthermore, the prospect that credible financial information will be disclosed in the future can discipline the voluntary disclosures of bank managers today by allowing for the ultimate confirmation of managers’ statements (Ball 2001; Gigler and Hemmer 1998).

The connection between accounting information and transparency is complex. A bank’s financial statements provide a depiction of reality, not reality itself. The properties of transparency derive from how closely a bank’s true underlying fundamentals map into reported accounting numbers. While the accounting rules themselves are a crucial determinant of

The connection between accounting information and transparency is complex. A bank’s financial statements provide a depiction of reality, not reality itself. The properties of transparency derive from how closely a bank’s true underlying fundamentals map into reported accounting numbers.

bank transparency, the application of accounting rules to specific economic situations often allows substantial scope for privately informed bank managers to exercise their own judgment. Accounting discretion is a double-edged sword. On the one hand, discretion creates scope for informational benefits by facilitating incorporation of private information into banks’ accounting reports. On the other hand, it increases the potential for opportunistic accounting behavior by managers that can degrade bank transparency. A lack of transparency can induce investor uncertainty about banks’ intrinsic value, weaken market discipline over risk-taking behavior, and provide opportunities for banks to suppress negative information that could generate future concerns over capital adequacy when ultimately revealed. Thus, an important research objective is to better understand the relationship between accounting choices and bank transparency, and between transparency and bank stability.

In the remainder of this article, I discuss key insights from recent research that investigates the relationship between bank transparency, as viewed through the lens of financial accounting, and bank stability, and provide suggestions for
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4 This idea of secret keeping is reflected in the recent debate over how much information bank regulators should disclose about individual banks under the new stress-testing regimes (see, for example, Goldstein and Sapra [2014]).

5 This is illustrated by the finding in Peristiani, Morgan, and Savino (2010, revised 2013) that the market had largely deciphered on its own which banks would have capital gaps before regulatory stress-test results were revealed, but that the market was informed by the size of the gap revealed by the stress-test disclosures.
future research.\textsuperscript{6} I will emphasize the role that managerial discretion over accounting decisions plays in influencing bank stability through two distinct accounting channels: bank transparency and the role of accounting numbers as numerical inputs into the calculations of regulatory ratios such as bank capital ratios.

The article is organized as follows. Section 2 describes the role of accounting rules and managerial discretion in determining the properties of bank transparency. Section 3 provides an overview of the literature on accounting discretion in banking and then focuses on accounting policy choices that delay the recognition of expected loan losses in banks’ reported profits. It includes discussion of recent empirical research on the influence of delayed loan loss recognition on bank transparency and stability. Research into the consequences of accounting discretion and transparency for market discipline of bank risk-taking behavior is discussed in Section 4. Section 5 considers the effects of accounting discretion on the downside tail risk of individual banks and codependence of such risk among banks, while Section 6 discusses recent research on relations among accounting discretion, bank transparency, and regulatory forbearance.

2. Financial Statements as a Depiction of Bank Reality: Rule versus Discretion

Banks, like business firms in other industries, must attract outside funding in competitive capital markets, face competition in product and labor markets, and deal with corporate governance issues deriving from managerial self-interest and asymmetric information. As a result, the role of transparency in banking is similar to that in any other industry. However, in other respects, banks are special and introduce additional considerations unique to the financial sector. It is often asserted that banks are inherently less transparent than nonfinancial firms (Morgan 2002; Flannery, Kwan, and Nimalendran 2004, 2013). An inherent lack of transparency is presumed to derive from the fact that banks’ investment decisions are based on private information that is not available to those outside the bank (for example, Diamond [1984]; Boyd and Prescott [1986]). Banks may also have incentives to suppress public information about their assets to support their role as liquidity providers (Gorton 2013; Dang et al. 2014).

The fact that banks take on risks that are opaque and difficult to verify raises concerns about excessive risk taking by individual banks and the contribution of individual banks to the risk of the financial system (see, for example, Financial Stability Forum [2009]; Brunnermeier et al. [2009]; Hanson, Kashyap, and Stein [2011]).

In addition, the role of banks as efficient allocators of scarce capital to the economy and as important providers of liquidity makes bank balance sheets special as well. Consider the balance sheet of a bank or the aggregate balance sheet of the entire banking system. Distinct from most other industries, the balance sheet itself represents the productive output of the banking business. The asset side represents the supply of bank financing to the real economy and is the product of private information collection, delegated monitoring activities, and capital allocation decisions. While it is common to view the right-hand side of the balance sheet in terms of capital structure, for banks, debt is a factor of production and is in some cases itself a key output that is used as money, whether as demand deposits, repurchase agreements, or as other forms of short-term debt (Gorton 2013), and as off-balance-sheet items such as lines of credit and loan commitments (Kashyap, Rajan, and Stein 2002). The bank balance sheet can also be conceptualized as a transmission mechanism that broadcasts economic shocks and monetary policies to the wider economy (see, for example, Kashyap and Stein [2000]). To the extent that the balance sheets of many banks are simultaneously vulnerable to the same downside risk exposures, negative economic shocks can cause banks to co-move, thus amplifying shocks across the entire economy (Adrian and Brunnermeier 2008, revised 2011; Acharya et al. 2015).

However, the true bank balance sheet is itself unobservable. What we actually observe is the accounting balance sheet, which is a quantitative depiction of a bank’s economic reality constructed through the application of managerial judgment and discretion to existing accounting rules. Given that regulators and investors make decisions based on what is observable,
financial accounting exerts a potentially significant influence on outcomes in the banking sector.

The recent financial crisis focused a spotlight on the importance of the accounting rules governing fair values of assets and liabilities, asset securitizations, derivatives, repos, and loan loss provisioning. The recognition by regulators that accounting rules can fundamentally affect bank stability is reflected in proposals issued by the Financial Stability Forum (2009) and the U.S. Department of the Treasury (2009) recommending that both the Financial Accounting Standards Board (FASB) and the International Accounting Standards Board (IASB) reevaluate fair-value accounting, accounting for loan losses, and hedge accounting, among other issues. However, accounting standard setters and bank regulators have different objectives. General-purpose financial reporting is concerned with providing information to those outside the firm to support a wide range of decision contexts and contractual arrangements.7 In contrast, prudential bank regulation seeks to limit the frequency and cost of bank failures and to protect the financial system as a whole by limiting the frequency and cost of systemic crises (see, for example, Wall and Koch [2000]; Rochet [2005]).

Financial statements are shaped by the accounting rules governing how a number of complex transactions and events are mapped into accounting numbers. A flawed rule that produces a poor mapping between fundamentals and accounting numbers can introduce significant noise into banks’ financial statements. In this spirit, Barth and Landsman (2010) argue that the transparency of information associated with securitizations and derivatives was likely insufficient to allow investors to assess values and risks properly. The rules govern the recognition of quantities in the primary financial statements as well as quantities reported outside the financial statements in footnotes and in management discussions of operations and risks. For example, while accounting standards in the United States require disclosure of the fair values of all financial assets in the footnotes, only a fraction of the assets recognized in bank balance sheets is reflected at fair value. As of December 31, 2012, on average only 20 percent of banks’ total assets are recognized at fair value in reported balance sheets (Beatty and Liao 2014).

There is no consensus in the accounting literature about whether recognition versus disclosure of information affects users’ decisions. While one might presume that investors would view recognized and disclosed quantities identically, investors may perceive differences in the reliability of recognized versus disclosed items, or face higher costs of processing information disclosed in footnotes (Beatty, Chamberlain, and Magliolo 1995; Barth, Clinch, and Shibano 2003; Ahmed, Kilic, and Lobo 2006). As a result, transparency, which derives from interactions between information and information processing by market participants, can be affected by the form in which information is disclosed.

While they are important, accounting rules are only part of the story. The complexity of the banking environment together with private information possessed by bank managers creates a wide scope for judgment and discretion in accounting choices. For example, bank managers have discretion in valuing Level 3 assets (Song, Thomas, and Yi 2010; Altamuro and Zhang 2013), determining loan loss provisions and loan charge-offs (Ryan 2012), and timing the recognition of securities’ gains and losses (Beatty, Ke, and Petroni 2002). However, discretion cuts two ways. To address information asymmetries between informed managers and less-informed outside stakeholders, bank managers may make accounting choices to convey their private information. Or they may opportunistically exploit accounting discretion to prop up reported earnings in response to downward pressure on bank profits and capital market or regulatory pressures. Opportunistic accounting choices can be driven by executive compensation issues, career motives, private benefits, and capital adequacy concerns (Beatty and Liao 2014, sec. 5).

The manipulation of accounting numbers by banks may be optimal from the perspective of shareholders, possibly at the expense of other stakeholders such as debt holders and taxpayers, or it may represent a corporate governance breakdown from which managers seek to extract private benefits. For example, strategic reporting behavior can increase the gap between reported regulatory capital and the economic capital available to absorb unexpected losses. This may benefit shareholders by deterring regulatory intervention and allowing risk-shifting behavior while simultaneously increasing the risk of bank insolvency and potential costs to taxpayers and the economy. It is also possible that bank regulators permit or encourage opportunistic accounting choices to facilitate
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7 For example, Financial Accounting Standards Board (2010, paragraph OB2) states, “The objective of general purpose financial reporting is to provide financial information about the reporting entity that is useful to existing and potential investors, lenders, and other creditors in making decisions about providing resources to the entity.”

Given that regulators and investors make decisions based on what is observable, financial accounting exerts a potentially significant influence on outcomes in the banking sector.
regulatory forbearance that delays intervention by regulators in troubled banks (see, for example, Bushman and Landsman [2010]; Gallemore [2013]).

Gao and Jiang (2014) clearly illustrate the dual nature of accounting discretion. Their model analyzes the economic consequences of reporting discretion in the context of bank runs. In the model, maturity mismatches expose banks to the possibility of runs owing to strategic complementarities among creditors’ decisions to withdraw. That is, a creditor’s benefit to withdrawing its funds increases with the number of other creditors that choose to withdraw. Bank runs take two forms: fundamental-based runs on insolvent banks that impose market discipline and panic-based runs that shut down banks that could have survived with better coordination among investors. Relative to a setting with no reporting discretion, Gao and Jiang (2014) show that, in equilibrium, reporting discretion allows banks to influence creditors’ decisions through misreporting and actually decreases the incidence of runs. However, while reporting discretion reduces panic-based runs, it can reduce the probability of runs so much that even some insolvent banks can survive with inflated reports. By impeding fundamental-based runs, excessive reporting discretion can weaken market discipline on banks.

In the next section, I discuss the literature on accounting discretion. I then focus the discussion on accounting policy choices that delay the recognition of expected loan losses and describe an empirical approach for connecting delayed loss recognition to bank transparency.

3. Accounting Discretion and Bank Transparency

The application of accounting rules to complex transactions requires significant judgment and discretion. In essence, the accounting rules define the boundaries within which accounting discretion plays out. A large literature examines accounting discretion in banking (Beatty and Liao 2014; Ryan 2012). The literature provides evidence that banks use accounting discretion to signal strength and to manage earnings. There is more recent evidence that banks exploited accounting discretion during the 2007-09 financial crisis. Vyas (2011) estimates financial reporting transparency by comparing the timing of banks’ actual write-downs of assets in their financial statements relative to the timing of losses reflected in exposure-specific benchmark indexes. Vyas finds that accounting write-downs are generally less timely than losses implied by benchmark indexes, in which the timeliness of write-downs varies significantly across banks. Consistent with the degrading of transparency through accounting choices, Vyas (2011) finds that investors discover information about loss exposures of risky assets faster when write-downs are timelier. Huizenga and Laeven (2012) find that banks with higher levels of private-label mortgage-backed securities (MBS) on their balance sheets were more likely to overstate the carrying value of assets by failing to take timely write-downs, delaying loan loss provisions, and reclassifying MBS from available-for-sale to held-to-maturity when their fair values were below carrying values. One explanation for these results is that bank regulators permitted opportunistic accounting choices to facilitate regulatory forbearance, a topic I will return to below. In the remainder of this section, I focus on connections between discretionary loan loss provisioning and transparency.

Banking allows a textured examination of accounting policy choices by focusing on loan loss provisioning behavior. Loan loss provisioning is a key accounting policy choice that directly influences the volatility and cyclicality of bank earnings, as well as the information properties of banks’ financial reports with respect to reflecting the risk attributes of loan portfolios. While both the FASB and the IASB have long required the use of the incurred-loss model for loan loss provisioning, the complexity of loan portfolios allows substantial scope for discretion within the prescribed rules (Financial Stability Forum 2009; Dugan 2009). Recent accounting research captures cross-bank variation in
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10 The incurred-loss model specifies that loan losses are recognized only when a loss is probable, based on past events and conditions existing at the financial
accounting policy choices by exploiting differences in the discretionary application of loan loss accounting rules across banks and across countries to estimate the extent to which banks delay expected loan loss recognition in current provisions (see, for example, Beatty and Liao [2011]; Bhat, Lee, and Ryan [2014]; Bushman and Williams [2012, 2015]; Nichols, Wahlen, and Wieland [2009]).

Conceptually, loan loss provisions and related loan loss reserves can be viewed as providing a cushion against expected losses, while bank capital is a buffer against unexpected losses (see, for example, Laeven and Majnoni [2003]). When banks opportunistically delay recognition of expected losses, a current expense is not recorded for some portion of losses expected to occur in the future. This has several implications. First, delayed loss recognition can mask a loan portfolio’s risk attributes and obscure the true capital cushion by mingling unrecognized expected losses together with capital available to buffer unexpected losses. Second, because unrecognized expected losses will be recognized on average in the future, delayed recognition creates an overhang of unrecognized expected losses that carry forward to the future. Loss overhangs can increase capital adequacy concerns during economic downturns by compromising the ability of loan loss reserves to cover both unexpected recessionary loan losses and loss overhangs from previous periods. Thus, delayed loss recognition can directly affect a bank’s ability to meet regulatory thresholds. Can delaying loss recognition also affect bank transparency?

Bushman and Williams (2015) hypothesize that delayed expected loss recognition is a manifestation of opportunistic loan-provisioning behavior that degrades bank transparency and increases investor uncertainty over banks’ fundamentals, especially during economy-wide crisis periods. To investigate this hypothesis, Bushman and Williams (2015) build on an extensive literature linking transparency to stock market illiquidity and illiquidity risk (see, for example, Amihud, Mendelson, and Pedersen [2005]). Illiquidity risk reflects how closely bank-level stock market illiquidity co-moves with aggregate market illiquidity and stock returns. Brunnermeier and Pedersen (2009) and Vayanos (2004) show that liquidity can dry up in crises when liquidity providers flee from assets with high levels of uncertainty about fundamental value. Brunnermeier and Pedersen (2009) argue that systematic shocks to the funding of liquidity providers can generate co-movement in liquidity across assets, particularly for stocks with greater uncertainty about intrinsic value. Further, Lang and Maffett (2011) empirically document that nonfinancial firms with lower transparency suffer greater increases in illiquidity risk during crisis periods. Thus, to the extent that delayed loss recognition degrades bank transparency, greater delays in loss recognition should be associated with greater bank illiquidity and greater illiquidity risk, with these associations being stronger during crisis periods.

Consistent with this transparency hypothesis, Bushman and Williams (2015) find that delayed expected loss recognition (DELR) is associated with higher stock market illiquidity and a higher correlation between bank-level illiquidity and aggregate banking sector illiquidity and market returns during recessions. While it has been documented that stock illiquidity in general significantly increases during economic recessions, Bushman and Williams (2015) show in a banking setting that recessionary increases in stock illiquidity and illiquidity risk are more severe for banks with high levels of DELR. This within-banking-sector analysis of DELR and illiquidity complements Flannery, Kwan, and Nimalendran (2013) across industry analysis showing that crises raise the adverse selection costs of trading bank shares relative to trading shares of nonbank control firms. The Flannery, Kwan, and Nimalendran (2013) results are consistent with the intensity of investors’ incentives to seek out information about banks increasing relatively more for banks than for nonbanks during crises, resulting in greater adverse selection issues for banks. While the Bushman and Williams (2015) results are also consistent with the assumption that bank

Footnote 10 (continued)
statement date. Both the FASB and the IASB have developed new rules for financial instruments that will substantially change loan loss accounting. In general, the new rules drop the incurred-loss model and adopt a more forward-looking “expected loss” model that requires banks to recognize not only credit losses that have already occurred but also expected future losses. The FASB and IASB rules offer different approaches to implementing an expected loss framework. The question as to whether the new rules will increase or decrease the role of accounting discretion in loan loss accounting is a topic for future research.

11 See Pástor and Stambaugh (2003) and Lou and Sadka (2011) for alternative measures of illiquidity risk.

12 See Naes, Skjeltorp, and Ødegaard (2011) and Hameed, Kang, and Viswanathan (2010),
investors become hungry for information during crises, their results suggest that bank opacity prevents investors from resolving uncertainty about a bank’s fundamentals and leads to increased illiquidity risk.

The Bushman and Williams (2015) results have implications for the downside risk of individual banks and for codependence in downside risk among banks. First, illiquidity and illiquidity risk are associated with higher costs of equity financing. Higher equity financing frictions associated with delayed loss recognition can restrict access to new equity financing and thus exacerbate banks’ capital adequacy concerns by hampering efforts to replenish capital levels depleted by recessionary losses. Furthermore, while Bushman and Williams (2015) find a relation between DELR and equity financing frictions, diminished transparency may also affect the availability of credit funding and the terms demanded by creditors to supply such funding (see, for example, Kashyap and Stein [1995, 2000]; Hanson, Kashyap, and Stein [2011]; Ratnovski [2013]). This is a potentially important issue for future research.

Because delayed expected loss recognition can increase illiquidity risk, it also has implications for systemic risk. Increased co-movement between bank-level illiquidity and banking-sector illiquidity and returns suggests that banks with high DELR will simultaneously face elevated financing frictions and potential capital inadequacy concerns when the banking sector is experiencing distress. In addition, bank opacity associated with DELR can reduce market discipline over risk-taking behavior for high DELR banks as a group during a crisis period.

Finally, my discussion of opportunistic accounting discretion has focused heavily on delayed loan loss recognition. However, bank managers are likely to have other accounting levers to pull when faced with pressure on the bank (Beatty and Liao 2014). For example, Huizinga and Laeven (2012) show that during a crisis, banks with high MBS levels overstate the carrying value of their assets, delay loan loss provisions, and reclassify available-for-sale MBS as held-to-maturity. An interesting possibility for future research is to explicitly conceptualize bank accounting choices as a vector of distinct choices and seek to isolate clusters of correlated accounting behaviors that together affect overall bank transparency.

I turn next to a discussion of the consequences of accounting discretion for market discipline of bank risk taking.

4. Transparency and Discipline of Bank Risk Taking

Market discipline can be conceptualized as a market-based incentive scheme in which investors in bank securities penalize banks for greater risk taking by demanding higher returns on their investments. A large literature examines market discipline in banking. The thrust of much of this research is to examine whether the prices of bank securities respond to changes in bank risk in a timely fashion. Acharya, Anginer, and Warburton (2015) show that while a positive relationship exists between risk and credit spreads for medium and small institutions, the risk-to-spread relationship is significantly weaker for the largest institutions. They argue that large institutions pay a lower price for risk than other financial institutions owing to the too-big-to-fail notion, which holds that the government will not allow large financial institutions to fail if their failure would cause significant disruption to the financial system and economic activity. Berger and Turk-Ariss (2015) test whether discipline exerted by depositors decreased or increased during the recent crisis. They find that significant depositor discipline existed prior to the crisis in both the United States and the European Union but that such discipline generally decreased during the crisis, consistent with government reactions dampening market discipline (for example, expanding deposit insurance coverage and rescuing troubled institutions).

The extent to which reported accounting numbers influence the intensity of market discipline is still an open question. Nier and Baumann (2006) use cross-country data to investigate whether factors associated with the strength of market discipline lead banks to choose higher capital buffers for given asset risk. They measure the strength of market

---

13 Acharya and Petersen (2005) decompose the capital asset pricing model (CAPM) beta to show that the cost of capital is a function of illiquidity levels and illiquidity risk. They provide evidence that U.S. stocks that maintain a relatively constant level of liquidity when overall markets become illiquid have a lower cost of capital because investors are willing to pay more for shares if they expect to be able to exit positions at a relatively low cost during these periods.

14 See, for example, Flannery, and Nikolova (2004).
discipline along three dimensions: how transparent a bank is with respect to its risk choices, the extent of the government safety net, and the proportion of uninsured liabilities on its balance sheet. They proxy for transparency by whether the bank is listed on a primary U.S. exchange or rated by a major rating agency, and by constructing an index based on whether a bank discloses in its financial reports information on eighteen categories of disclosure related to interest rate risk, credit risk, liquidity risk, market risk, and capital. Nier and Baumann (2006) provide evidence that stronger market discipline is associated with more complete risk disclosures, that uninsured liabilities lead to larger capital buffers, and that government safety nets result in lower capital buffers.

In a related study, Bushman and Williams (2012) use a large sample of banks from twenty-seven countries to investigate the implications of accounting discretion for risk discipline. They construct two country-level measures of accounting discretion. The first is delayed expected loss recognition as developed in the previous section of this article. The second measure captures the extent to which banks use loan loss provisions to smooth earnings by recognizing loan loss provisions that are positively correlated with pre-provision earnings. The banking literature posits that smoothing can mitigate the pro-cyclicality of the financial system by allowing a buildup in reserves when earnings are high and current losses are low, and a drawdown in reserves when earnings are low and current loan losses are high (see, for example, Borio, Furfine, and Lowe [2001]; Laeven and Majnoni [2003]; Bikker and Metzemakers [2005]). However, as with accounting discretion in general, discretionary provision smoothing may obscure the underlying risk attributes of a bank’s loan portfolio. Using two approaches, Bushman and Williams (2012) investigate the implications of greater delayed loan loss recognition and smoothing for the discipline of bank risk taking.

The first approach investigates how accounting discretion affects the sensitivity of changes in bank capital to changes in asset volatility.\(^{15}\) This analysis builds on the premise that greater outside discipline of risk taking will result in greater pressure on banks to increase capital in response to increases in risk. The concept that capital should increase with risk is a basic tenet of prudential bank regulation as reflected, for example, in the risk-weighted capital requirements in the Basel II Accord (Basel Committee on Banking Supervision 2006). Consistent with delayed expected loss recognition and smoothing reducing transparency and dampening disciplinary pressure on bank risk taking, the analysis finds that changes in capital are significantly less sensitive to changes in bank risk in high DELR (smoothing) regimes than in low DELR (smoothing) regimes.

The second approach in Bushman and Williams (2012) investigates the relationship between delayed loan loss recognition (smoothing) and bank risk shifting. When a country provides deposit insurance, banks can shift risk onto the deposit insurer by increasing the risk of assets without simultaneously increasing capital enough to cushion the increased risk. Merton (1977) characterizes deposit guarantees as a put option issued by a deposit guarantor. Risk shifting occurs when banks increase the value of the option without internalizing the full cost of the increased insurance. Countering banks’ incentives to shift risk, deposit insurers and uninsured creditors have incentives to monitor and discipline banks’ risk-taking behavior. The analysis in Bushman and Williams (2012) examines the relative strength of these competing forces and provides evidence that banks in high DELR (smoothing) regimes exhibit more risk shifting than banks in low DELR (smoothing) countries.

Bushman and Williams (2012) further find that the relationship between accounting discretion and risk shifting is significantly more pronounced for banks with low capital. This is consistent with the finding that gains to banks’ shareholders from risk shifting increase as banks move closer to violating capital requirements. In effect, accounting discretion can affect bank risk and stability through multiple channels simultaneously. First, accounting discretion can reduce transparency, which facilitates risk-shifting behavior. Second, lower transparency increases the financing frictions that restrict the ability of the bank to replenish depleted capital levels. Finally, loss overhangs created by delayed loan loss recognition can increase capital inadequacy concerns during economic downturns by compromising the ability of loan loss reserves to cover both unexpected recessionary loan losses and loss overhangs from previous periods.

Next, I consider the effects of accounting discretion on the downside tail risk of individual banks and the codependence of downside tail risk among banks.

\(^{15}\) Bushman and Williams (2012) focus on publicly traded banks and exploit the concept that a firm’s equity can be represented as a call option on the firm’s assets, where the strike price is the face value of debt. Using the face value of reported liabilities, the observed market value of equity, and the estimated standard deviation of stock returns, they derive an estimate of a bank’s asset volatility.
5. **Accounting Discretion, Downside Risk of Individual Banks, and Systemic Risk**

Recent research has begun to examine the relationship between accounting decisions and risk for individual banks and for the banking system. Baumann and Nier (2004) examine relations between a bank’s transparency and the volatility of its stock return using a constructed disclosure index similar to the one discussed in the previous section in the context of Nier and Baumann (2006). Baumann and Nier (2004) find that banks’ disclosure intensity is inversely related to measures of stock volatility. According to the empirical evidence provided in Ng and Roychowdhury (2014), the amount of loan loss allowances included in Tier 2 regulatory capital is positively associated with the risk of bank failures during the 2007 financial crisis. Further, they find that the positive association of loss allowances included in Tier 2 capital with bank failure risk is concentrated among cases in which the allowance add-backs to capital are likely to increase total regulatory capital. However, as noted by Beatty and Liao (2014, sec. 6.2.1), Ng and Roychowdhury (2014) do not consider the possibility of reverse causality, in which failing banks that recognize additional provisions may undertake excessive risk, hoping to resurrect their financial health.

Consider again the accounting policy choices that delay expected loss recognition. By affecting the accounting numbers used as quantitative inputs into regulatory calculations and degrading bank transparency, DELR can heighten capital adequacy concerns during crisis periods. The literature suggests a range of potential negative consequences of capital inadequacy or anticipation of capital adequacy concerns (for example, Van den Heuvel [2009]). These include increased incentives for risk-shifting activities (Bushman and Williams 2012); reduced bank lending (for example, Bernanke and Lown [1991]; Beatty and Liao [2011]); deleveraging through asset sales, potentially at fire-sale prices (for example, Hanson, Kashyap, and Stein [2011]); decreased probability of survival, competitive position, and market share (for example, Berger and Bouwman [2013]); and increased borrowing costs and decreased availability of credit (for example, Afonso, Kovner, and Schoar [2011]; Kashyap and Stein [1995, 2000]; Ratnovski [2013]). These negative consequences of capital inadequacy combined with increased financing frictions and risk-shifting incentives associated with higher DELR can expose banks to significant downside risk. The challenge is to devise research designs that reveal the connections between accounting policies and banks’ vulnerability to severe downside risk.

To address this issue, Bushman and Williams (2015) capture downside risk following an approach developed by Adrian and Brunnermeier (2008, revised 2011). They estimate conditional, time-varying distributions over future equity returns and examine whether banks that delay loan loss recognition exhibit an increased likelihood of extreme negative outcomes. Using quantile regression, they estimate downside risk for each future time period as the value at risk (VaR) computed at the 1 percent quantile of the distribution.16 They estimate VaR for both individual banks and the banking system as a whole.

Focusing first on the relationship between DELR and VaR estimated for each individual bank, Bushman and Williams (2015) find that higher delayed loss recognition is associated with significantly higher risk of severe drops in the market values of equity during crisis periods. It is useful to contrast these results with research showing that opacity is associated with the risk of an equity crash (Nier 2005; Hutton, Marcus, and Tehranian 2009; Cohen et al. 2014). Several of these papers build on the idea in Jin and Myers (2006) that if managers currently postpone the release of bad news, then later release of accumulated negative information causes stock price crashes. Bushman and Williams (2015) extend this literature in several ways. First, they isolate a specific accounting policy in which banks explicitly delay recognition of losses, which results in the buildup of loss overhangs that threaten capital during economic downturns. Second, they find that a bank’s capital level conditions the association between DELR and downside risk, in which this association is significantly higher for banks with lower regulatory capital. This result suggests that delaying expected loss recognition involves more than just the recognition of accumulated losses, as in Jin and Myers (2006). What prevents banks from simply replenishing capital and mitigating downside risk? One possibility is that, as discussed earlier, higher DELR is associated with increased financing frictions that impede capital replenishment. Also, to the extent that DELR reflects reduced bank transparency, it can facilitate risk-shifting activities when capital levels are low and thus increase a bank’s exposure to severe negative outcomes during crisis periods.

It is also useful to contrast the Bushman and Williams (2015) result that a bank’s capital level conditions the association between delayed expected loss recognition and downside risk with Beatty and Liao (2011). They find that DELR increases the sensitivity of realized loan growth to bank capital during recessions, suggesting that DELR contributes to a “capital crunch” phenomenon in which capital concerns cause banks to contract

---

16 VaR represents a cutoff value in the lower tail of the distribution, indicating that a bank (the banking system) will experience a loss (for example, negative equity return) over the upcoming quarter of VaR or greater with 1 percent probability. More negative values of VaR indicate more severe downside tail risk in that there is more probability weight over extreme negative outcomes.
lending. This finding suggests that accounting policy can have a nontrivial impact on the pro-cyclicality of the supply of bank lending. While reduced bank lending can negatively affect bank-dependent borrowers' access to external financing, it is not clear what a decision to restrict new lending implies about a bank's vulnerability to negative tail risk. In contrast to the focus on bank lending in Beatty and Liao (2011), Bushman and Williams (2015) focus on the effects of DELR on a bank's vulnerability to severe tail risks, showing that the relationship between DELR and downside risk is magnified for firms with low capital. While increased vulnerability to risk can be related to lower lending volume, among other potential negative consequences of DELR, the Bushman and Williams (2015) result is robust to controlling for a bank's loan growth. The influence of delayed loss recognition on downside risk, therefore, likely reflects more than just short-term reductions in loan growth.

Bushman and Williams (2015) also examine the association between delayed expected loss recognition and systemic risk. Following the recent financial crisis, there has been considerable interest in modeling and measuring systemic risk. There is no agreed-upon approach to this measurement (for example, Bisias et al. [2012]; Hansen [2014]). One important stream of literature exploits the high-frequency observability of banks’ equity prices to extract measures of systemic risk. Some papers in this stream use contingent claims analysis (for example, Gray, Merton, and Bodie [2008]; Gray and Jobst [2009]), while others focus on codependence in the tails of equity returns using reduced-form approaches (Acharya et al. 2015; Adrian and Brunnermeier 2008, revised 2011). Given that equity prices reflect the market's expectations about banks’ future prospects, equity-based measures of bank tail risk reflect risk assessments deriving from a wide range of underlying sources of vulnerability. The focus on equity value is also beneficial because it reveals the market's expectations about a bank's (the banking system's) capital level. For example, Acharya et al. (2015) use equity values to estimate a financial institution's contribution to systemic risk by measuring its propensity to be undercapitalized when the system as a whole is undercapitalized, empirically showing that their measure possess substantial power to predict emerging risks during the financial crisis of 2007-09.

Bushman and Williams (2015) estimate the level of risk codependence among banks following the approach developed by Adrian and Brunnermeier (2008, revised 2011). In this approach, codependence is captured by using quantile regression to estimate the VaR of the distribution over aggregate banking system equity returns conditional on the VaR of an individual bank's equity returns to derive the marginal contribution of each individual bank to system-wide risk. Bushman and Williams (2015) find that banks that delay expected loan loss recognition contribute more to the risk of severe drops in the equity value of the aggregate banking sector than banks that delay less. Bushman and Williams theorize that if a group of banks that for idiosyncratic reasons all significantly delay loss recognition in good times, then during crisis periods all group members will simultaneously face the consequences of increased capital inadequacy, financing frictions, and incentives to engage in risk-shifting activities. As a result, the downside risk of such banks will be highly correlated, creating systemic effects from banks acting as part of a herd. That is, DELR acts like a systematic risk factor that delivers a negative shock to the entire group of DELR banks, thereby inflicting measurable pain on the entire banking system.

To the extent that DELR reflects reduced bank transparency, it can facilitate risk-shifting activities when capital levels are low and thus increase a bank’s exposure to severe negative outcomes during crisis periods.

As just described, delayed expected loan loss recognition is significantly associated with the downside risk of individual banks and systemic risk. This factor raises the interesting question of what causes banks to differ in the extent of their DELR choices. DELR is not a time-invariant bank characteristic; it can vary over time for a given bank as pressure on bank managers to manage accounting numbers change. For example, Bushman and Williams (2015) demonstrate that there is significant within-bank variability in DELR by showing that their DELR-bank risk results are robust to including bank fixed effects. Thus, while banks’ accounting choices themselves are shown to have an effect on bank risk, the pressures on bank managers that underpin these choices can come from a variety of time-varying factors.

17 Correlation is a measure of linear dependence, in which the term codependence encompasses a wider range of relations that can exist between random variables. For example, the tail dependence of a pair of random variables describes their co-movements in the tails of the distributions.

18 As noted by Adrian and Brunnermeier (2008, revised 2011), systemic risk can be created by banks that are so interconnected and large that they can cause negative risk spillover effects on others, as well as by institutions that are systemic as part of a herd where, for example, a group of one hundred institutions that act like clones can be as threatening to the system as a single large entity that has rolled up the one hundred individuals.
sources. Isolating underlying sources of pressure and understanding how distinct sources of pressure differentially affect banks’ accounting and operational choices are important avenues for future research.

Along these lines, recent research has begun exploring sources of time-varying pressures on bank managers. Bushman, Hendricks, and Williams (2015) and Dou, Ryan, and Zou (2014) find that the extent to which banks delay loan loss recognition increases as the competition a bank faces intensifies. These papers exploit the process of bank deregulation to identify exogenous changes in bank competition. Bushman, Wang, and Williams (2014) also show that sources of time-varying pressures on bank managers. Bushman, Wang, and Williams (2014) provide evidence consistent with poor governance allowing controlling owners to manipulate loan loss provisions in order to conceal their expropriation activities.

While banks’ accounting choices themselves are shown to have an effect on bank risk, the pressures on bank managers that underpin these choices can come from a variety of time-varying sources.

historical data on underwriting criteria, loan performance, and relevant economic variables; and 2) stress testing of credit losses to possible adverse future events. Bhat, Lee, and Ryan (2014) find that banks that rely more on statistical analysis of loan performance are timelier in recognizing losses in the pre-crisis boom period and late in the financial crisis, but less timely early in the financial crisis compared with those that use stress tests. Much more work can be done along these lines.

Also, opportunistic accounting choices in response to increased pressure on bank managers may be part of an overall pattern of behavior that includes real decisions as part of the configuration. That is, accounting choices may represent an integral element in multifaceted strategic responses to ever-shifting economic pressures on banks. This is potentially an interesting line of inquiry. For example, Bushman, Hendricks, and Williams (2015) show that increased competitive pressure is associated with lowered bank lending standards and shifting of revenue mixes toward noninterest sources, in addition to making opportunistic accounting choices. Bushman, Wang, and Williams (2014) also show that the frequency with which bank managers make opportunistic loan-provisioning decisions increases as the wedge between a dominant shareholder’s control and cash flow rights increases. But these are also the same situations when controlling shareholders are more likely to extract private benefits of control (for example, Caprio, Laeven, and Levine [2007]). That is, Bushman, Wang, and Williams (2014) provide evidence consistent with poor governance allowing controlling owners to manipulate loan loss provisions in order to conceal their expropriation activities.

6. Bank Transparency and Regulatory Forbearance

The notion that bank regulation should impose prompt corrective actions on troubled banks has long been part of bank regulatory discussions and is embedded both in the Basel I Accord and in the U.S. Federal Deposit Insurance Corporation Improvement Act of 1991. However, regulators may practice forbearance by choosing not to intervene and close banks that they know to be unsound. The literature suggests a number of reasons why regulators may practice forbearance. These include political pressure (Mishkin 2000; Brown and Dinç 2005), loss of reputation (Boot and Thakor 1993; Mishkin 2000), or concerns that intervening in one bank can negatively affect the overall financial sector (Brown and Dinç 2011; Morrison and White 2013). The literature is mixed on the consequences of forbearance. On the one hand, failure to close a troubled bank may provide opportunities for bank managers to gamble for resurrection or continue existing risky behaviors, which can increase the ultimate cost of resolving the bank (Santomero and Hoffman 1998). However, forbearance can also be a prudent regulatory choice if the bank recovers without costly intervention (Santomero and Hoffman 1998) or if closing a bank would spread problems to healthy institutions (Allen and Gale 2000; Morrison and White 2013).

While academics have examined incentives to engage in forbearance, little attention has been paid to a regulator’s ability to practice forbearance. One potential factor that can influence the regulators’ ability to practice forbearance is the opacity of banks’ information environments. Rochet (2004) and Decamps, Rochet, and Roger (2004) analytically show that market discipline can limit forbearance. If a bank’s investors believe that the bank is troubled (for example, if creditors refuse to roll over short-term debt), regulators may have no choice but to intervene. This suggests that a regulator’s ability to engage in forbearance is a function of monitoring by market participants (Rochet 2005). Opacity can enable forbearance by disguising the bank’s actual condition, making it difficult for market participants to assess the bank’s

19 Burks et al. (2013) show that banks increase the issuance of firm-initiated press releases following a reduction in barriers to out-of-state branching.
solvent and pressure regulators for timely intervention (Bushman and Landsman 2010).

Skinner (2008) provides evidence that Japanese regulators altered financial accounting standards in a way that allowed troubled banks to appear well capitalized during Japan’s banking crisis in the late 1990s. Recent research suggests that opacity could enable regulators to engage in forbearance. Huizinga and Laeven (2012) find that banks with higher levels of private-label mortgage-backed securities were more likely to avoid timely write-downs of assets, delay loan loss provisions, and reclassify available-for-sale MBS as held-to-maturity when the fair values of these MBS were less than their amortized cost (see also Vyas [2011]). In a related paper, Bischof, Brüggemann, and Daske (2014) examine whether banks exploited their discretion to reclassify financial assets to avoid hits to regulatory capital and achieve de facto regulatory forbearance. Specifically, in October 2008, the IASB introduced a reclassification option that enabled firms to reclassify financial assets that were previously recognized at fair value into alternative measurement categories. By reclassifying financial assets, a firm could avoid the recognition of unrealized fair-value losses in income and equity if the losses did not trigger an impairment write-down under amortized cost-accounting rules. Consistent with forbearance, Bischof, Brüggemann, and Daske (2014) find, among other things, that the risk of costly regulatory intervention and the lack of prudential filters for unrealized fair-value changes are positively associated with banks’ reclassification choices.

Gallemore (2013) measures opacity using delayed expected loss recognition and examines relations between opacity and various proxies for regulatory forbearance. Using a sample of U.S. commercial banks during the recent crisis, Gallemore (2013) finds that more opaque banks (that is, banks that delay loss recognition more extensively) experienced greater forbearance and were less likely to fail during the crisis. The positive association between opacity and forbearance is stronger when regulators’ incentives are stronger (as measured by bank connectedness) and outsiders’ incentives to monitor are stronger (as measured by the proportion of deposits that are uninsured). These results suggest that opacity enables regulators to forbear on connected banks to prevent financial sector contagion and to disguise forbearance from uninsured creditors.

Concerns about regulatory forbearance and government financial support for large banks have received heightened attention from policymakers and regulators around the world. The emerging literature discussed in this section indicates that accounting discretion and, more generally, bank opacity can be used as a direct tool for achieving forbearance and can increase the ability of regulators to practice forbearance. Accounting discretion and opacity can affect regulatory forbearance through at least two channels. First, they can operate through the channel of capital adequacy requirements. With or without the acquiescence of bank regulators, accounting can enable essentially insolvent banks to continue operating by propping up reported regulatory capital. Second, opacity can also increase the ability of regulators to practice forbearance by making it more difficult for market participants to exert pressure on bank supervisors to promptly intervene in troubled banks (Gallemore 2013).

7. Summary

An important concept in the theory of banking is transparency. An important unresolved issue is the extent to which bank transparency promotes or undermines bank stability. A large theoretical literature explores bank transparency and how it affects the risk profile of individual banks and the financial system as a whole. Conflicting views on transparency revealed in this literature create a demand for empirical research that can provide insights into the nature of transparency and when, where, and how it positively or negatively affects banks and the banking system. Financial accounting information is an integral component of transparency and, as such, is a powerful point of entry for empirical investigation into the nature of bank transparency and its economic consequences.

This article discusses key insights from recent research examining the relationship between bank transparency, viewed through the lens of financial accounting, and bank stability. The article focuses on the real consequences of accounting policy choices on individual banks’ downside tail risk, codependence of tail risk among banks, and regulatory forbearance. The article emphasizes the role played by managerial discretion over accounting decisions in influencing bank stability through two distinct accounting channels: bank transparency and the accounting numbers as numerical quantities.
The article synthesizes recent research showing that accounting policy choices can have a substantive influence on bank stability. Accounting policy choices can 1) exacerbate capital inadequacy concerns during economic downturns by compromising the ability of loan loss reserves to cover both unexpected recessionary loan losses and the buildup of unrecognized expected loss overhangs from previous periods; and 2) degrade transparency, which can increase financing frictions, inhibit market discipline of bank risk taking, and allow regulatory forbearance. Capital adequacy concerns combined with high financing frictions can increase bank fragility, while capital inadequacy combined with weak market discipline can increase motives and opportunities for banks to engage in risk-shifting behavior. Furthermore, bank opacity, by supporting regulatory forbearance, can provide opportunities for bank managers to gamble for resurrection or continue existing risky behaviors, which can increase the ultimate cost of resolving the bank. The article discusses recent evidence showing that accounting policy choices are significantly associated with a greater downside tail risk of individual banks and with greater systemic risk.
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1. Introduction

Market discipline has occupied an increasingly prominent position in discussions of the banking industry in recent years. Market discipline is the idea that the actions of shareholders, creditors, and counterparties of banking companies can influence the investment, operational, and risk-taking decisions of bank managers (Flannery 2001; Bliss and Flannery 2002). Bank supervisors have embraced market discipline as a complement to supervisory and regulatory tools for monitoring risk at individual banks and for limiting systemic risk in the banking system. For instance, the Basel Committee on Banking Supervision says “the provision of meaningful information about common risk metrics to market participants is a fundamental tenet of a sound banking system. It reduces information asymmetry and helps promote comparability of banks’ risk profiles” (Basel Committee on Banking Supervision 2015).

For market discipline to be effective, market participants must have sufficient information to assess the current condition and future prospects of banking companies. This fact has prompted a range of proposals for enhanced public disclosure by banks. Many of these proposals have focused on disclosure of forward-looking risk information, such as value at risk (VaR) for trading portfolios or model-based estimates of credit risk exposure. In the words of a major international supervisory group, disclosure of VaR and other forward-looking risk measures is a means of providing “a more meaningful picture of the extent and nature of the financial risks a firm incurs, and of the efficacy of the firm’s risk management practices” (Multidisciplinary Working Group on Enhanced Disclosure 2001).

But to what extent does such information result in meaningful market discipline? Is risk taking or performance affected by the amount of information banks provide about their risk exposures and risk management systems? This article explores these questions by examining whether the amount of information disclosed by a sample of large U.S. bank holding companies (BHCs) affects the future risk-adjusted performance of those banking firms. We focus, in particular, on disclosures made in the banks’ annual reports about market risk in their trading activities. Following previous work on disclosure (Baumann and Nier 2004; Nier and Baumann 2006; Péreignon and Smith 2010; Zer 2014), we construct a market risk disclosure index and ask how differences in this index affect future performance.
The disclosure of more information [by a bank] is associated with higher risk-adjusted trading returns and higher risk-adjusted market returns for the bank overall. This result is strongest for BHCs whose trading represents a large share of overall firm activity.
quickly has been cited as one of the key sources of opaqueness in the banking industry (Meyers and Rajan 1998). In fact, several studies have found evidence of greater opaqueness at banks with higher shares of liquid assets, including, especially, trading positions (Morgan 2002; Iannotta 2006; Hirtle 2006). In a related vein, Bushman and Williams (2012) find that loan loss provisioning practices intended to smooth earnings inhibit risk-taking discipline by making banks more opaque to outsiders.

Underlying much of this discussion is the idea that greater disclosure and enhanced market discipline will lead to reductions in bank risk. Enhanced market discipline would mean that the costs of increased risk would be more fully borne by the bank and would therefore presumably play a larger role in its risk-taking decisions. More risk-sensitive market prices could also provide signals to regulators that might induce or influence supervisory action (Flannery 2001). While greater disclosure is likely to lead to a reduction in bank risk, it might also have some offsetting negative outcomes. More information reduces the likelihood that the bank would face an excessive (undeserved) risk premium or that market prices would overreact to news about the firm because of uncertainty about its true condition and prospects—an effect that could lower the bank’s funding costs and increase the range of viable (positive net present value) investments, some of which could be riskier than its current portfolio. The net impact of all of these influences is an empirical question.

Most of the previous empirical work on market discipline has focused on how disclosure affects bank risk taking. For instance, several papers examine market price reaction to changes in bank condition or to differences in risk profiles across banks. Some of these papers have found that bond spreads increase with bank risk exposure, especially following the early 1990s reforms associated with the Federal Deposit Insurance Corporation Improvement Act. Morgan and Stiroh (2001) find that banks with riskier assets (such as trading assets) pay higher credit spreads on newly issued bonds. Similarly, Covitz, Hancock, and Kwast (2004a, 2004b) and Jagtiani, Kaufman, and Lemieux (2002) find evidence that subordinated debt spreads increase with banking company risk. In related work, Goyal (2005) finds that riskier banks are more likely to have restrictive debt covenants in their publicly issued debt. However, more recent work (Balasubramnian and Cyree 2011; Acharya, Anginer, and Warburton 2014; Santos 2014) suggests that the bonds of the largest banking companies are less sensitive to risk than bonds issued by smaller BHCs, presumably because the larger firms are regarded by market participants as “too big to fail.” These papers call into question the efficacy of market discipline, at least for the very largest and most complex bank holding companies.

In a somewhat different vein, several papers have examined the impact of disclosure on risk taking using equity trading characteristics—such as bid-ask spreads or price volatility—as proxies for risk. Many of these studies focus on nonfinancial firms (for example, Bushee and Noe [2000]; Luez and Verrecchia [2000]; Linsmeier et al. [2002]), but some examine the link between disclosure and market volatility in the banking industry. Baumann and Nier (2004) and Nier and Baumann (2006) construct a disclosure index based on the number of balance sheet and income statement items reported by a cross-country sample of banks. They find that stock price volatility decreases and capital buffers increase as the amount of information disclosed increases, consistent with the idea that greater disclosure enhances market discipline. Zer (2014) constructs a disclosure index using balance sheet information from BHC 10-K filings submitted to the U.S. Securities and Exchange Commission and shows that BHCs with higher values of the index have lower option-implied default probabilities and stock price volatility.

Fewer papers have examined the relationship between disclosure and performance—that is, whether banking companies that disclose more information have better subsequent operating or stock market performance. Several papers have examined this relationship for nonfinancial firms. Eugster and Wagner (2011) construct an index of voluntary disclosure by Swiss companies and demonstrate that firms with higher voluntary disclosure have higher abnormal stock returns, though this effect is

2 In contrast, Flannery, Kwan, and Nimalendran (2004) find no evidence that bank assets are more opaque than the assets of nonfinancial firms.

Greater disclosure can serve as a kind of commitment device by providing sufficient information to the market about a bank’s condition and future prospects that the bank is constrained from altering its risk profile in a way that disadvantages either investors or creditors.

3 Using a very different approach, Kwan (2004) examines the impact of market discipline on bank risk taking by comparing the risk profiles of publicly traded and non-publicly traded bank holding companies. He finds that publicly traded banks take more risk than non-publicly traded institutions, which he interprets as being contrary to market discipline.
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evident predominantly for more opaque companies. Barth, Konchitchki, and Landsman (2013) find that firms with more transparent earnings have a lower cost of capital.

In the banking industry, Ellul and Yerramilli (2013) find that banks with stronger risk management have higher operating profits (return on assets) and stock return performance. While that paper focuses on risk management rather than disclosure per se, it measures risk management strength based on an index constructed from 10-K filings—an approach similar to the one used in this article and others focusing on disclosure. Ellul and Yerramilli is also relevant because risk management and disclosure are linked, in that enhanced risk management systems generate the kind of forward-looking risk information disclosed by some BHCs. Consistent with this idea, Fang (2012) finds a positive correlation between the amount of information BHCs disclose about value at risk and measures of effective corporate governance. Fang also finds that more disclosure is correlated with a lower cost of capital, when cost of capital is measured using equity analyst forecasts.

The analysis in this article is complementary to previous work on disclosure in that it examines the impact of enhanced disclosure on both operating and stock market performance for large U.S. bank holding companies. In particular, it investigates whether enhanced disclosure is associated with higher subsequent risk-adjusted performance. The analysis thus assesses whether disclosure affects the efficiency of risk taking, rather than whether enhanced disclosure is associated with higher or lower risk per se. As noted above, the theoretical relationship between disclosure and risk taking is not straightforward and there likely is considerable endogeneity between disclosure and...
subsequent risk. While the extent of both risk taking and disclosure are decisions made by each banking company, risk-adjusted performance is an outcome that is less directly under a firm’s control. By examining performance, we gain an additional window into the ways that market discipline may play out at banking companies, because investors and creditors presumably care not only about the level of risk but also about how efficiently a bank translates its risk exposures into profits and returns.

Like much of the prior work, the analysis in this article is based on a disclosure index constructed from information reported by these banks in their annual reports or 10-K filings with the SEC. However, rather than constructing a disclosure index based primarily on balance sheet and income statement variables—which tend to be backward-looking—the disclosures we track are forward-looking risk estimates made by the banking companies. The index focuses specifically on disclosures concerning the market risk in banks’ trading and market-making activities.

We focus on market risk in trading activities because trading is a well-defined banking business activity with distinct regulatory and financial statement reporting. Bank holding company annual reports have specific sections for reporting about market risk, and regulatory reports contain trading return information that can be linked directly to these activities. Thus, we can examine the impact of disclosure on overall firm performance and on the specific activities that are the focus of the disclosures. Previous work has also found that trading activities are associated with greater opaqueness and risk, so this is an area of banking for which disclosure might be particularly influential.

3. Data and Empirical Approach

Because we are interested in determining the impact of disclosure on BHC risk and performance specifically as it relates to market risk in trading activities, we begin by constructing a sample of U.S.-owned BHCs that appear to be active traders. We limit the sample to BHCs with significant trading activities because those are the firms that are most likely to make disclosures related to market risk in their annual reports. BHCs that are relatively active traders are also more likely to be engaged in purposeful risk management of their trading positions than they are to be using the trading account simply to book a limited number of mark-to-market positions.

To identify those BHCs with significant trading account assets, we use information from the Consolidated Financial Statements for Bank Holding Companies, the FR Y-9C quarterly reports filed by BHCs with the Board of Governors of the Federal Reserve System. Overall, relatively few BHCs report holding any assets in the trading account: At year-end 2013, only 164 (of more than 1,000) large BHCs reported holding any trading account assets, and only 18 of these held trading assets exceeding $1 billion. Our sample consists of all U.S.-owned BHCs with year-end trading account assets exceeding $1 billion (in 2013 dollars) at some point between 1994 and 2012.

The estimates consist of a series of regressions of risk-adjusted performance measures in year $t + 1$ on BHC characteristics and disclosure during year $t$:

$$Y_{t+1} = \beta_1 \text{Disclosure}_{t} + x_{t+1} \Gamma + \varepsilon_{t+1},$$

where $Y_{t+1}$ is the risk-adjusted performance measure (discussed below), Disclosure$_t$ is the index of market risk disclosure, and $x_{t+1}$ is a vector of BHC control variables. Both the disclosure index and the control variables are lagged one year to avoid endogeneity with the performance measures. Thus, disclosure data and control variables from 1994 to 2012 are paired with performance data from 1995 to 2013.

4 Ellul and Yerramilli (2013) and Zer (2014) use instrumental variable techniques to address this endogeneity.

5 As explained in Section 3, the index is similar to the one constructed in Pérignon and Smith (2010).

6 The FR Y-9C reports are available at https://www.chicagofed.org/applications/bhc/bhc-home.

7 We exclude foreign-owned BHCs because the U.S. activities of these institutions represent only a part of the banks’ overall activities and because many of them do not submit 10-K filings with the SEC, which we need to construct the market risk disclosure index. In addition, two U.S. BHCs whose activities are primarily nonbanking in nature—MetLife and Charles Schwab—are omitted from the sample.

8 The sample is an unbalanced panel, owing mainly to the impact of mergers. During the sample period, several of the BHCs were acquired, generally by other BHCs in the sample. In addition, some BHCs in the sample acquired large BHCs that were not part of the sample. In estimates, we treat the pre- and post-merger acquiring BHCs as separate entities. Observations for the year in which a given merger was completed are omitted. Finally, some BHCs enter the sample midway through the sample period because their trading assets crossed the $500 million threshold or because they converted to bank holding companies during the 2007-09 financial crisis.
### The Market Risk Disclosure Index

<table>
<thead>
<tr>
<th>Category</th>
<th>Data Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall value at risk (VaR)</td>
<td>Holding period and confidence interval</td>
</tr>
<tr>
<td></td>
<td>Annual average VaR</td>
</tr>
<tr>
<td></td>
<td>Year-end VaR</td>
</tr>
<tr>
<td></td>
<td>Minimum VaR over the year</td>
</tr>
<tr>
<td></td>
<td>Maximum VaR over the year</td>
</tr>
<tr>
<td></td>
<td>VaR limit (dollar amount)</td>
</tr>
<tr>
<td></td>
<td>Histogram of daily VaR</td>
</tr>
<tr>
<td>VaR by risk type</td>
<td>Annual average VaR by risk type</td>
</tr>
<tr>
<td></td>
<td>Year-end VaR by risk type</td>
</tr>
<tr>
<td></td>
<td>Minimum VaR by risk type</td>
</tr>
<tr>
<td></td>
<td>Maximum VaR by risk type</td>
</tr>
<tr>
<td>Backtesting</td>
<td>Chart of daily trading profit and loss versus daily VaR</td>
</tr>
<tr>
<td></td>
<td>Number of days that losses exceeded VaR</td>
</tr>
<tr>
<td>Returns distribution</td>
<td>Histogram of daily trading profit and loss</td>
</tr>
<tr>
<td></td>
<td>Largest daily loss</td>
</tr>
<tr>
<td>Stress testing</td>
<td>Mention that stress tests are done</td>
</tr>
<tr>
<td></td>
<td>Describe the stress tests qualitatively</td>
</tr>
<tr>
<td></td>
<td>Report stress test results</td>
</tr>
</tbody>
</table>

The control variables include measures of institution size (the log of assets), risk profile (the ratio of risk-weighted assets to total assets and the ratio of common equity to total assets), revenue composition (noninterest income as a share of operating income), and revenue concentration (Herfindahl-Hirschman Indexes based on sources of revenue). The regressions also include the ratio of trading assets to total assets as a measure of the extent of the institution’s trading activities. All BHC data are from the Y-9C reports. The regressions also include BHC fixed effects and year dummies. Table 1 reports the basic statistics of the regression data set.

The key variables in the estimates are the measures of risk-adjusted performance and the market risk disclosure index. The risk-adjusted performance measures are based on two distinct sets of information. The first is derived from accounting data on BHCs’ trading activities. Specifically, BHC regulatory reports contain information on quarterly trading revenues: the gains and losses on the firms’ trading activities, including commission, fee, and spread income. We collect trading performance data from the first quarter of 1995 to the fourth quarter of 2013. Using these data, we calculate quarterly trading return as trading revenue in a quarter as a percentage of beginning-of-quarter trading assets. Trading volatility is then calculated as the standard deviation of quarterly trading return within a year, and trading return is calculated as the annual average of quarterly trading return. Finally, we compute risk-adjusted trading return as trading return divided by trading volatility (essentially, the trading revenue “Sharpe ratio”). Since this measure reflects risk and return on the BHCs’ trading activities, it is tied directly to the disclosure information covered in the market risk disclosure index.

The second set of measures is derived from firmwide equity prices. Specifically, we use stock return data from the University of Chicago’s Center for Research in Security Prices (CRSP) for the BHCs in our sample. For each year between 1995 and 2013, we cumulate daily returns from CRSP to form weekly returns, and then calculate annual average weekly returns, expressed at an annual rate. We also calculate the standard deviation of weekly returns within each year, and generate risk-adjusted market returns as the ratio of average returns to the standard deviation of returns. As a second measure of risk-adjusted market performance, we include in the data set the “alpha” (intercept term) from the three-factor Fama-French model, where the model is estimated annually for each BHC using weekly return data and risk factors.

Basic statistics for all of the risk and performance measures are reported in Table 1.

The market risk disclosure index is the other key variable in the analysis. As explained above, this index captures the amount of information that banks disclose about their forward-looking estimates of market risk exposure in their annual reports or 10-K filings with the SEC. The index covers eighteen specific types of information that BHCs could provide in their filings, primarily related to their value-at-risk (VaR) estimates.

Value at risk is a very commonly used measure of market risk exposure from trading activities. VaR is an estimate of a particular percentile of the trading return distribution, assuming that trading positions are fixed for a specified holding period. VaR estimates made by banks in the sample are typically based on a one-day holding period, generally at

---

9 The revenue concentration index is based on the shares of net interest income, fiduciary income, deposit service charges, trading revenue, and other noninterest income in overall operating income. Stiroh (2006) shows that revenue concentration is a significant determinant of BHC equity price volatility.

10 We used the SEC’s EDGAR database to access the 10-K filings. The EDGAR database is available at: http://www.sec.gov/edgar.shtml.
VaR estimates form the basis of banks’ regulatory capital requirements for market risk (Hendricks and Hirtle 1997) and have been the focus of disclosure recommendations made by financial industry supervisors (Multidisciplinary Working Group on Enhanced Disclosure 2001; Basel Committee on Banking Supervision 2015).

The eighteen items covered in the market risk disclosure index include information about a BHC’s VaR estimates for its entire trading portfolio ("overall VaR"), VaR by risk type (for example, risk from interest rate or equity price movements), the historical relationship between VaR estimates and subsequent trading returns ("backtesting"), the distribution of actual trading outcomes ("returns distribution"), and stress testing. The specific items included in the index are listed in Table 2. These items were selected based on a review of a sample of BHC disclosures to determine which items were disclosed with enough frequency to be meaningfully included in the index, and also by benchmarking the individual items and the five broader categories against those listed in a rating agency evaluation of banks’ disclosure practices (Moody’s Investors Service 2006).


The market risk disclosure index measures the amount of information that BHCs disclose about their market risk exposures, not the content of that information. It is a count of the number of data items disclosed, not an indicator of the amount or nature of market risk exposure undertaken by the BHC. In that sense, it is similar to the disclosure indexes constructed by Nier and Baumann (2006) and Zer (2014), though it is based on different types of data. It is also quite similar to a VaR disclosure index developed independently by Pérignon and Smith (2010). The Pérignon and Smith (2010) index covers much of the same information as the index in this article, though the authors use their index primarily to make cross-country comparisons of disclosure practices rather than to examine the link between the index and future risk and performance.\footnote{Fang (2012) uses a disclosure index similar to the one used in this Economic Policy Review article, in Hirtle (2007), and in Pérignon and Smith (2010).}

\footnote{Pérignon and Smith (2010) examine the link between VaR estimates and subsequent trading volatility, a question that is related to, but distinct from, the one we address. They find that VaR estimates contain little information about future trading volatility. This finding is similar to that in Berkowitz and O’Brien (2002) but stands in contrast to the results in Jorion (2002), Hirtle (2003) and Liu, Ryan, and Tan (2004), all of which find that value-at-risk measures contain information about future trading income volatility.}
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Chart 1 shows the average value of the market risk disclosure index between 1994 and 2012. The average value of the index increases from just over 2 in 1994 to nearly 8 in 2012. Most of this increase occurs during the early part of the sample, between 1994 and 1998.

The growth through 1998 reflects two significant regulatory developments. First, following the international agreement in Basel, U.S. risk-based capital guidelines were amended in 1998 to incorporate minimum regulatory capital requirements for market risk in trading activities, with the requirements taking full effect in January of that year (Hendricks and Hirtle 1997). The market risk capital charge introduced through this amendment is based on the output of banks’ internal VaR models, and the need to comply with the new capital requirements spurred the development of value-at-risk models in the banking industry. On a separate track, SEC Financial Reporting Release (FRR) 48 required all public firms with material market risk exposure to make enhanced quantitative and qualitative disclosures about these risks, starting in 1997 (U.S. Securities and Exchange Commission 1997). FRR 48 included three options for forward-looking, quantitative market risk disclosures, one of which was value at risk. Together, these two regulatory developments spurred disclosure of VaR estimates and related information.

Chart 1 shows the average value of the market risk disclosure index, but the average masks considerable diversity across BHCs in the sample. Chart 2 illustrates the range of disclosure index values by year. Specifically, the chart shows the minimum and maximum values of the index by year and the 25th and 75th percentiles, along with the averages reported in Chart 1. The maximum value of the index grows from 7 in 1994 to 15 in the mid-2000s, falls back to 13, and then settles at 14 near the end of the sample period. At least one BHC in each year reported no market risk information (in other words, generated an index value of zero). As the average value of the disclosure

index increases, the dispersion within the sample BHCs grows. The interquartile range (25th to 75th percentile) more than doubles over the sample period, owing mainly to growing differentiation in the top half of the distribution after 1998. Over the full period, the distance between “top reporting” BHCs and those nearer to the average widened considerably.

Chart 3 shows the market risk disclosure index at the individual BHC level. The BHCs shown in the chart are those that are in the sample for at least four years, traced backward from the BHCs’ corporate identity at the end of the sample period without adjusting for mergers. Not surprisingly given the average results, the index tends to increase over the sample period at the individual BHC level. The typical pattern is for the index to rise in steps over time, though there are certainly cases in which the index declines.

On a cross-sectional basis, the index tends to be higher at larger BHCs and at BHCs with more trading activity, on both an absolute and relative level. Table 3 reports the correlation between the value of the market risk disclosure index and real (2013 dollar) assets, trading assets, and trading asset share, where values are averaged across the years that a BHC is in the sample. Reading down the first column of the table, the correlation coefficients between the disclosure index and the measures of BHC and trading activity scale are large and positive.

Finally, Table 4 reports the frequency with which the individual data items in the market risk disclosure index are reported. The first column reports the frequency across all observations between 1994 and 2012, while the next two columns report the frequency at the beginning and end of the sample period. The most commonly reported data element is the holding period and confidence interval of the VaR estimate, reported for about 75 percent of the BHC-year observations. This data item is a close proxy for whether a BHC disclosed any information about VaR at all. About 30 percent of the observations include some information about VaR by risk type, while information about backtesting and the distribution of returns is reported in 10 to 35 percent of the observations. About 40 percent of the observations indicate that the BHC does some kind of stress testing, but only a tiny share—less than 2 percent—report the results of these efforts. As a comparison of the columns with data from 1994 and 2012 makes clear, the frequency of reporting increased over the span of the sample period for nearly every data item.

In the regressions, we use the overall market risk disclosure index as the baseline measure of disclosure, but we also construct the first principal component of the cross-sectional variation in reporting of the eighteen individual data items in the index. The basic index is a simple linear weighting (sum) of the individual elements. The first principal component provides an alternate linear combination, with weights that reflect the common variation across BHC-year observations. It captures about 40 percent of this variation, suggesting a meaningful common component of reporting across the individual data items. Finally, we create an indicator variable

### Table 3

**Correlation between Market Risk Disclosure Index and BHC Asset Size and Trading Activity**

<table>
<thead>
<tr>
<th>Market Risk Disclosure Index</th>
<th>Average Real Assets</th>
<th>Average Real Trading Assets</th>
<th>Average Trading Assets Divided by Total Assets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Market risk disclosure index</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average real assets</td>
<td>0.627</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average real trading assets</td>
<td>0.653</td>
<td>0.881</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>Average trading assets divided by assets</td>
<td>0.605</td>
<td>0.464</td>
<td>0.705</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
</tbody>
</table>

Sources: Federal Reserve Board, *Consolidated Financial Statements of Bank Holding Companies* (FR Y-9C data); Securities and Exchange Commission EDGAR database; company websites.

Notes: Figures in the table reflect average values for the thirty-six bank holding companies that have trading assets of more than $1 billion at some point between 1994 and 2012. Total assets and trading assets are in 2013 dollars and are averaged across the years that a BHC is in the sample. P-values are shown in parentheses.
if a given BHC is the only one in the sample to disclose a particular data item in a particular year ("disclosure leader"), to assess the impact of innovations in disclosure practice.\textsuperscript{15}

### 4. Disclosure and Risk-Adjusted Performance

Table 5 presents the basic results of the estimates relating market risk disclosure to subsequent risk-adjusted returns on trading activities and for the firm as a whole. The first set of columns of the table present the results for risk-adjusted market returns, the second set of columns present the results for alpha, and the final set of columns contain the results for trading returns.

The estimates uniformly suggest that increased disclosure is associated with higher risk-adjusted returns, both for trading activities and for the BHC as a whole. The coefficients on the aggregate market risk disclosure index and the first principal component variable are positive and statistically significant in each specification. Aside from being statistically significant, the results are economically important: An increase of one standard deviation in the disclosure index or the first principal components measure is associated with a 0.35 to 0.45 standard deviation increase in risk-adjusted market returns and alpha and a 0.50 to 0.60 standard deviation increase in risk-adjusted trading returns.

\textsuperscript{15}The typical pattern is that once one BHC discloses a particular kind of information, others follow in subsequent years. In that sense, BHCs that are the only ones to report an item in a given year are leaders or innovators.
## Table 5
### Disclosure and Risk-Adjusted Returns

<table>
<thead>
<tr>
<th>Disclosure Variables</th>
<th>Risk-Adjusted Market Return</th>
<th>Alpha</th>
<th>Risk-Adjusted Trading Return</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disclosure leader</td>
<td>-0.058** (-0.057*)</td>
<td>-0.193* (-0.189)</td>
<td>1.997* (1.000) 2.050** (0.972)</td>
</tr>
<tr>
<td>Aggregate disclosure index</td>
<td>0.010** (0.002)</td>
<td>0.044** (0.013)</td>
<td>0.332** (0.154)</td>
</tr>
<tr>
<td>First principal component</td>
<td>0.018*** (0.004)</td>
<td>0.077*** (0.023)</td>
<td>0.687** (0.307)</td>
</tr>
</tbody>
</table>

### BHC Characteristics

<table>
<thead>
<tr>
<th>Log (asset size)</th>
<th>-0.061*** (-0.064***</th>
<th>-0.404*** (-0.412***</th>
<th>0.001 (-0.165)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk-weighted assets divided by total assets</td>
<td>-0.085 (-0.098)</td>
<td>-0.073 (0.716)</td>
<td>-0.014 (0.715) 7.322* (3.789) 7.790** (3.776)</td>
</tr>
<tr>
<td>Common equity divided by total assets</td>
<td>-0.011** (-0.005)</td>
<td>-0.089*** (0.033)</td>
<td>-0.090*** (0.033) 0.106 (0.198) 0.103 (0.194)</td>
</tr>
<tr>
<td>Trading assets divided by total assets</td>
<td>-0.646** (0.243)</td>
<td>-0.652** (1.174)</td>
<td>-2.060* (1.175) 17.346 (11.585) 17.102 (11.553)</td>
</tr>
<tr>
<td>Noninterest income divided by operating income</td>
<td>-0.060 (0.093)</td>
<td>0.168 (0.762)</td>
<td>0.168 (0.763) 5.807** (2.302) 5.771** (2.303)</td>
</tr>
<tr>
<td>Revenue source concentration</td>
<td>0.089 (0.146)</td>
<td>0.084 (0.941)</td>
<td>0.141 (0.937) 14.656** (6.343) 14.733** (6.491)</td>
</tr>
</tbody>
</table>

### Year fixed effects

Yes

### BHC fixed effects

Yes

<table>
<thead>
<tr>
<th>Number of observations</th>
<th>293 293 293 293 295 295</th>
</tr>
</thead>
</table>

### R-squared

0.781 0.781 0.314 0.313 0.177 0.186

### P-Value: Disclosure Variables = 0? |

0.000 0.000 0.000 0.000 0.021 0.017

Sources: Federal Reserve Board, Consolidated Financial Statements of Bank Holding Companies (FR Y-9C data); Center for Research in Security Prices (CRSP); Securities and Exchange Commission EDGAR database; company websites.

Notes: Risk-adjusted market return is the annual average of weekly equity price returns divided by the standard deviation of those returns. Alpha is the intercept term from a three-factor market return model using Fama-French factors. Risk-adjusted trading return is annual trading revenue divided by the annual standard deviation of quarterly trading revenue. BHC characteristics are from the Federal Reserve Y-9C reports. Disclosure information is from the BHCs’ annual reports. Stock data are from CRSP. Disclosure leader is a dummy variable indicating that a BHC is the only BHC to disclose a particular data item in a given year. Aggregate disclosure index is the market risk disclosure index. First principal component is based on the eighteen individual data items that comprise the aggregate index. The sample consists of all U.S.-owned BHCs that have trading assets greater than $1 billion (in 2013 dollars) at any time between 1994 and 2012, starting with the year that trading assets exceed $500 million. The regressions include BHC fixed effects and year dummy variables. Residuals are clustered at the BHC level.

* Significant at the 10 percent level.
** Significant at the 5 percent level.
*** Significant at the 1 percent level.
Table 6
Disclosure and Risk-Adjusted Returns Omitting the Financial Crisis Period

<table>
<thead>
<tr>
<th>Disclosure Variables</th>
<th>Risk-Adjusted Market Return</th>
<th>Alpha</th>
<th>Risk-Adjusted Trading Return</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disclosure leader</td>
<td>-0.049</td>
<td>-0.199</td>
<td>1.741</td>
</tr>
<tr>
<td></td>
<td>(0.033)</td>
<td>(0.125)</td>
<td>(1.190)</td>
</tr>
<tr>
<td>Aggregate disclosure index</td>
<td>0.010***</td>
<td>0.040***</td>
<td>0.302*</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.014)</td>
<td>(0.155)</td>
</tr>
<tr>
<td>First principal component</td>
<td>0.018***</td>
<td>0.070***</td>
<td>0.635**</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.026)</td>
<td>(0.038)</td>
</tr>
<tr>
<td>BHC Characteristics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log (asset size)</td>
<td>-0.058**</td>
<td>-0.330**</td>
<td>-0.337**</td>
</tr>
<tr>
<td></td>
<td>(0.029)</td>
<td>(0.156)</td>
<td>(0.164)</td>
</tr>
<tr>
<td>Risk-weighted assets divided by total assets</td>
<td>-0.022</td>
<td>-0.174</td>
<td>7.500**</td>
</tr>
<tr>
<td></td>
<td>(0.116)</td>
<td>(0.638)</td>
<td>(3.483)</td>
</tr>
<tr>
<td>Common equity divided by total assets</td>
<td>-0.011*</td>
<td>-0.043</td>
<td>0.062</td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.031)</td>
<td>(0.032)</td>
</tr>
<tr>
<td>Trading assets divided by total assets</td>
<td>-0.625**</td>
<td>-1.401</td>
<td>25.188*</td>
</tr>
<tr>
<td></td>
<td>(0.242)</td>
<td>(1.067)</td>
<td>(13.429)</td>
</tr>
<tr>
<td>Noninterest income divided by operating income</td>
<td>-0.109</td>
<td>-0.466</td>
<td>8.281***</td>
</tr>
<tr>
<td></td>
<td>(0.109)</td>
<td>(0.603)</td>
<td>(2.771)</td>
</tr>
<tr>
<td>Revenue source concentration</td>
<td>0.149</td>
<td>0.273</td>
<td>13.418**</td>
</tr>
<tr>
<td></td>
<td>(0.193)</td>
<td>(0.807)</td>
<td>(6.174)</td>
</tr>
<tr>
<td>Year fixed effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>BHC fixed effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Number of observations</td>
<td>247</td>
<td>247</td>
<td>247</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.782</td>
<td>0.424</td>
<td>0.160</td>
</tr>
<tr>
<td>P-Value: Disclosure Variables = 0?</td>
<td>0.000</td>
<td>0.002</td>
<td>0.070</td>
</tr>
</tbody>
</table>

Sources: Federal Reserve Board, Consolidated Financial Statements of Bank Holding Companies (FR Y-9C data); Center for Research in Security Prices (CRSP); Securities and Exchange Commission EDGAR database; company websites.

Notes: Risk-adjusted market return is the annual average of weekly equity price returns divided by the standard deviation of those returns. Alpha is the intercept term from a three-factor market return model using Fama-French factors. Risk-adjusted trading return is annual trading revenue divided by the annual standard deviation of quarterly trading revenue. BHC characteristics are from the Federal Reserve Y-9C reports. Disclosure information is from the BHCs’ annual reports. Stock data are from CRSP. Disclosure leader is a dummy variable indicating that a BHC is the only BHC to disclose a particular data item in a given year. Aggregate disclosure index is the market risk disclosure index. First principal component is based on the eighteen individual data items that comprise the aggregate index. The sample consists of all U.S.-owned BHCs that have trading assets greater than $1 billion (in 2013 dollars) at any time between 1994 and 2012, starting with the year that trading assets exceed $500 million. Observations for the years 2007, 2008, and 2009 are omitted. The regressions include BHC fixed effects and year dummy variables. Residuals are clustered at the BHC level.

* Significant at the 10 percent level.
** Significant at the 5 percent level.
*** Significant at the 1 percent level.
The coefficient estimates on the disclosure leader variable (indicating that the BHC is the only company to disclose a particular index item in a given year) are less robust across specifications. The coefficients are negative and weakly statistically significant in the equations using the market-based measures, but positive and statistically significant in the equations for risk-adjusted trading returns. These results suggest that being a first mover in disclosure is associated with better risk-adjusted performance in the trading activities associated with the disclosure but is less strongly associated with market-based returns for the firm as a whole. One potential explanation for these seemingly inconsistent results is that there are learning costs for investors in understanding and putting into context new types of information.

The sample period for the performance data, 1995 to 2013, includes the 2007-09 financial crisis. Since the crisis was a period of extraordinary volatility in financial markets and for the banking sector, one question to ask is how does including this period in the sample affect the results. To explore the impact of the unusual market conditions during the financial crisis, we re-estimated the equations omitting observations from the peak crisis years, 2007 to 2009. These results are reported in Table 6.

On the whole, omitting the financial crisis period does not significantly alter the results concerning the relationship between disclosure and subsequent risk-adjusted performance. The coefficients on the disclosure variables continue to be positive and statistically significant, with little change in magnitude. The primary difference is that the disclosure leader variable no longer enters the equations with a statistically significant coefficient, though the signs and approximate size of the coefficients are similar to those in the basic results. Thus, the exceptional market and banking sector volatility during the financial crisis does not appear to be driving the overall results.

A related question is whether BHCs that disclosed more risk information experienced higher risk-adjusted returns during the financial crisis. The ideal way to answer this question would be to generate completely separate estimates for the crisis period, but this is not possible owing to limited annual observations. To provide some insight, however, we re-estimate the equations allowing the coefficients on the disclosure index variables to differ between the non-crisis and crisis periods (with the crisis period again defined as 2007 to 2009). Note that the disclosure leader variable is not estimated separately for the two time periods because there is insufficient variation during the crisis period to separately identify the impact. These results are reported in Table 7.

The results differ across the three measures of risk-adjusted performance. For risk-adjusted market returns, the coefficients on the disclosure index and the first principal components variables are positive and statistically significant in both the crisis and non-crisis periods. The hypothesis that the coefficients are the same cannot be rejected (see the last row of the table, which reports p-values for tests of equality of the coefficients). In contrast, for alpha and for risk-adjusted trading returns, the coefficients are positive and statistically significant only during the non-crisis period. These findings suggest that BHCs that disclosed more trading risk information did not have better (or worse) risk-adjusted trading performance during the financial crisis, while the evidence about overall firm performance is mixed.

Overall, the results in Tables 5 to 7 suggest that increased market risk disclosure is associated with higher risk-adjusted returns. If this link is achieved through market discipline on trading activities, then we might expect that the effect would be stronger for BHCs that are more heavily engaged in trading. To explore this question, we examine results where the coefficients on the disclosure variables are allowed to differ between BHCs that are “intense traders” and the rest of the sample. These results are shown in Table 8. “Intense traders” are defined as the ten BHCs in the sample with trading assets greater than or equal to $20 billion where trading assets represent at least 10 percent of total assets. Note that by construction, all BHCs in the sample have large trading accounts in absolute dollar terms, so this partition identifies not only BHCs with especially large trading portfolios but also BHCs for which trading represents a particularly large share of firmwide activity.

As the results in Table 8 illustrate, a statistically significant relationship exists between disclosure and risk-adjusted returns for both intense traders and other large traders, but this relationship is more material for intense trading firms. In every case, the coefficient estimate for the intense traders is larger than that for the other large traders, though these differences are not always significant (see the last row of the table). The coefficient estimates suggest that an increase of one standard deviation in the disclosure index metrics is associated with a

---

16 “Intense traders” have trading assets that range between 11 and 42 percent of total assets (with a median of 18 percent), as compared to a range of 0.1 to 12.0 percent (with a median of 1.6 percent) for the other large traders in the sample.
### Table 7

**Disclosure and Risk-Adjusted Returns’ Separate Impact during the Financial Crisis**

<table>
<thead>
<tr>
<th>Disclosure Variables</th>
<th>Risk-Adjusted Market Return</th>
<th>Alpha</th>
<th>Risk-Adjusted Trading Return</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Disclosure leader</strong></td>
<td>-0.058* (0.029)</td>
<td>-0.283** (0.139)</td>
<td>-0.274* (0.141)</td>
</tr>
<tr>
<td><strong>Crisis period (2007-09)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aggregate disclosure index</td>
<td>0.010*** (0.003)</td>
<td>-0.005 (0.023)</td>
<td>0.169 (0.179)</td>
</tr>
<tr>
<td>First principal component</td>
<td>0.019*** (0.006)</td>
<td>-0.000 (0.043)</td>
<td>0.428 (0.347)</td>
</tr>
<tr>
<td><strong>Non-crisis period</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aggregate disclosure index</td>
<td>0.010*** (0.002)</td>
<td>0.046*** (0.013)</td>
<td>0.337** (0.153)</td>
</tr>
<tr>
<td>First principal component</td>
<td>0.018*** (0.004)</td>
<td>0.079*** (0.024)</td>
<td>0.691** (0.306)</td>
</tr>
<tr>
<td><strong>BHC Characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log (asset size)</td>
<td>-0.061*** (0.018)</td>
<td>-0.439*** (0.115)</td>
<td>-0.435*** (0.117)</td>
</tr>
<tr>
<td>Risk-weighted assets divided by total assets</td>
<td>-0.085 (0.098)</td>
<td>-0.103 (0.671)</td>
<td>-0.073 (0.665)</td>
</tr>
<tr>
<td>Common equity divided by total assets</td>
<td>-0.011** (0.004)</td>
<td>-0.102*** (0.033)</td>
<td>-0.100*** (0.033)</td>
</tr>
<tr>
<td>Trading assets divided by total assets</td>
<td>-0.648** (0.249)</td>
<td>-1.449 (1.494)</td>
<td>-1.490 (1.490)</td>
</tr>
<tr>
<td>Noninterest income divided by operating income</td>
<td>-0.060 (0.093)</td>
<td>0.119 (0.686)</td>
<td>0.112 (0.692)</td>
</tr>
<tr>
<td>Revenue source concentration</td>
<td>0.088 (0.147)</td>
<td>0.645 (0.933)</td>
<td>0.566 (0.947)</td>
</tr>
<tr>
<td><strong>Year fixed effects</strong></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>BHC fixed effects</strong></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Number of observations</td>
<td>293</td>
<td>293</td>
<td>293</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.781</td>
<td>0.781</td>
<td>0.338</td>
</tr>
<tr>
<td>P-Value: Disclosure Variables = 0?</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>P-Value: Crisis = Non-Crisis?</td>
<td>0.947</td>
<td>0.760</td>
<td>0.011</td>
</tr>
</tbody>
</table>

Sources: Federal Reserve Board, *Consolidated Financial Statements of Bank Holding Companies* (FR Y-9C data); Center for Research in Security Prices (CRSP); Securities and Exchange Commission EDGAR database; company websites.

Notes: Risk-adjusted market return is the annual average of weekly equity price returns divided by the standard deviation of those returns. Alpha is the intercept term from a three-factor market return model using Fama-French factors. Risk-adjusted trading return is annual trading revenue divided by the annual standard deviation of quarterly trading revenue. BHC characteristics are from the Federal Reserve Y-9C reports. Disclosure information is from the BHCs’ annual reports. Stock data are from CRSP. Disclosure leader is a dummy variable indicating that a BHC is the only BHC to disclose a particular data item in a given year. Aggregate disclosure index is the market risk disclosure index. First principal component is based on the eighteen individual data items that comprise the aggregate index. The sample consists of all U.S.-owned BHCs that have trading assets greater than $1 billion (in 2013 dollars) at any time between 1994 and 2012, starting with the year that trading assets exceed $500 million. The regressions include BHC fixed effects and year dummy variables. Residuals are clustered at the BHC level.

* Significant at the 10 percent level.
** Significant at the 5 percent level.
*** Significant at the 1 percent level.
### Table 8

**Disclosure and Risk-Adjusted Returns by Extent of Trading Activity**

<table>
<thead>
<tr>
<th>Disclosure Variables</th>
<th>Risk-Adjusted Market Return</th>
<th>Alpha</th>
<th>Risk-Adjusted Trading Return</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intense Traders</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disclosure leader</td>
<td>-0.061</td>
<td>-0.191</td>
<td>-0.201</td>
</tr>
<tr>
<td></td>
<td>(0.045)</td>
<td>(0.148)</td>
<td>(0.148)</td>
</tr>
<tr>
<td>Aggregate disclosure index</td>
<td>0.015***</td>
<td>0.070***</td>
<td>0.436*</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.026)</td>
<td>(0.224)</td>
</tr>
<tr>
<td>First principal component</td>
<td>0.027***</td>
<td>0.123***</td>
<td>0.736*</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.044)</td>
<td>(0.399)</td>
</tr>
<tr>
<td><strong>Other Large Traders</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disclosure leader</td>
<td>-0.035</td>
<td>-0.094</td>
<td>-0.087</td>
</tr>
<tr>
<td></td>
<td>(0.034)</td>
<td>(0.115)</td>
<td>(0.113)</td>
</tr>
<tr>
<td>Aggregate disclosure index</td>
<td>0.008***</td>
<td>0.033***</td>
<td>0.308*</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.010)</td>
<td>(0.169)</td>
</tr>
<tr>
<td>First principal component</td>
<td>0.013***</td>
<td>0.054***</td>
<td>0.685*</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.018)</td>
<td>(0.365)</td>
</tr>
<tr>
<td><strong>BHC Characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log (asset size)</td>
<td>-0.058***</td>
<td>-0.387***</td>
<td>-0.388***</td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.117)</td>
<td>(0.120)</td>
</tr>
<tr>
<td>Risk-weighted assets divided by total assets</td>
<td>-0.071</td>
<td>0.001</td>
<td>7.146*</td>
</tr>
<tr>
<td></td>
<td>(0.101)</td>
<td>(0.746)</td>
<td>(0.747)</td>
</tr>
<tr>
<td>Common equity divided by total assets</td>
<td>-0.011**</td>
<td>-0.088***</td>
<td>-0.089***</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.032)</td>
<td>(0.033)</td>
</tr>
<tr>
<td>Trading assets divided by total assets</td>
<td>-0.580**</td>
<td>-1.734</td>
<td>-1.751</td>
</tr>
<tr>
<td></td>
<td>(0.242)</td>
<td>(1.166)</td>
<td>(1.164)</td>
</tr>
<tr>
<td>Noninterest income divided by operating income</td>
<td>-0.039</td>
<td>0.277</td>
<td>5.982**</td>
</tr>
<tr>
<td></td>
<td>(0.099)</td>
<td>(0.804)</td>
<td>(0.809)</td>
</tr>
<tr>
<td>Revenue source concentration</td>
<td>0.115</td>
<td>0.271</td>
<td>14.589**</td>
</tr>
<tr>
<td></td>
<td>(0.153)</td>
<td>(0.976)</td>
<td>(0.970)</td>
</tr>
<tr>
<td><strong>Year fixed effects</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>BHC fixed effects</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Number of observations</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>293</td>
<td>293</td>
<td>293</td>
<td>293</td>
</tr>
<tr>
<td><strong>R-squared</strong></td>
<td>0.783</td>
<td>0.318</td>
<td>0.191</td>
</tr>
<tr>
<td><strong>P-Value: Disclosure Variables = 0?</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.003</td>
<td>0.002</td>
</tr>
<tr>
<td><strong>P-Value: Intense = Other Large?</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.048</td>
<td>0.018</td>
<td>0.159</td>
<td>0.606</td>
</tr>
</tbody>
</table>

Sources: Federal Reserve Board, *Consolidated Financial Statements of Bank Holding Companies* (FR Y-9C data); Center for Research in Security Prices (CRSP); Securities and Exchange Commission EDGAR database; company websites.

Notes: Risk-adjusted market return is the annual average of weekly equity price returns divided by the standard deviation of those returns. Alpha is the intercept term from a three-factor market return model using Fama-French factors. Risk-adjusted trading return is annual trading revenue divided by the annual standard deviation of quarterly trading revenue. BHC characteristics are from the Federal Reserve Y-9C reports. Disclosure information is from the BHCs’ annual reports. Stock data are from CRSP. Disclosure leader is a dummy variable indicating that a BHC is the only BHC to disclose a particular data item in a given year. Aggregate disclosure index is the market risk disclosure index. First principal component is based on the eighteen individual data items that comprise the aggregate index. The sample consists of all U.S.-owned BHCs that have trading assets greater than $1 billion (in 2013 dollars) at any time between 1994 and 2012, starting with the year that trading assets exceed $500 million. Intense traders are those with trading account assets greater than 10 percent of total assets and greater than $20 billion in 2013 dollars, while other large traders are the remainder of the sample. The regressions include BHC fixed effects and year dummy variables. Residuals are clustered at the BHC level.

* Significant at the 10 percent level.
** Significant at the 5 percent level.
*** Significant at the 1 percent level.
0.40 to 0.65 standard deviation increase in risk-adjusted returns for intense traders but just a 0.20 to 0.45 standard deviation increase for other large trading BHCs. Further, the impact of being a disclosure leader is evident only for the intense traders: These BHCs have higher risk-adjusted trading returns, whereas there is no significant impact from being a disclosure leader among the other larger traders. Thus, the impact of disclosure on risk-adjusted returns is much stronger for those firms with a concentration in trading activity.

**Robustness**

One potential criticism of these findings is that the disclosure variables may be capturing unobserved characteristics of the BHCs’ trading portfolios. For instance, information on VaR by risk type is clearly more relevant for BHCs with trading positions that span multiple risk factors (such as interest rates, exchange rates, equity prices, or commodities) than for those with simple portfolios. Multi-risk-factor portfolios that span riskier or less widely held risk exposures, such as commodities, could have different risk-return characteristics than portfolios composed of positions exposed primarily to interest rates, which are held in nearly all trading portfolios. Alternatively, BHCs that report more information about stress testing may do so because they hold portfolios with “tail risk” that would not necessarily be realized in annual risk-adjusted returns (that is, risk-adjusted returns could be overstated because “tail risk” is not captured) but for which stress testing is an important risk management tool. It could be, therefore, that the disclosure variables are capturing differences in underlying risk and return across BHCs rather than the impact of differential disclosure practices.

We performed a series of robustness checks to assess this concern. First, the specification includes BHC fixed effects, so any differences in risk-adjusted returns across BHCs that are related to permanent differences in disclosure should be absorbed by those controls. As a further check, we repeated the regressions including additional variables to control for the composition of BHCs’ trading activity. In particular, BHC regulatory reports contain information on trading revenues derived from different types of risk factors, such as interest rates, exchange rates, equity prices, and commodity prices. Nearly all of the BHCs in the sample (91 percent) report trading revenue from interest rate and foreign exchange positions, but fewer report revenue from equity- or commodity-based positions (64 percent and 48 percent, respectively). We re-estimated the regression including dummy variables to capture the impact of these less common trading risk factors. Regulatory reports also include information on the different types of securities held in the trading account, and we estimated a second alternative specification with variables that captured the composition of trading positions based on these data. Since this information is available only beginning in 1995, we excluded observations from 1994 from these estimates.

As a final test, we used a measure of the trading portfolio risk: the BHC’s market risk capital requirement (scaled by trading account assets). As detailed above, minimum regulatory capital requirements for market risk are based on BHCs’ internal VaR estimates. In that sense, they are related to the information disclosed in public financial statements about market risk exposure. Unfortunately, market risk capital data are available only beginning in 1998, when the market risk capital requirements were first imposed, and even in the years since then, some BHCs in our sample were not subject to the requirements in every sample year. Overall, the sample size is reduced by about a third when the market risk capital requirement is included as a control variable.

Results of the estimates including these three sets of additional control variables are reported in Tables 9A, 9B, and 9C, respectively. Including the additional control variables does not change the basic results. There continues to be a positive relationship between disclosure and risk-adjusted returns, though, as before, this relationship is stronger for the market-based measures than it is for accounting-based trading returns. The coefficients on the additional control variables are jointly statistically significant in most of the specifications, especially for the market-based return measures. The most consistent result is that higher market risk exposure, as measured by the ratio of market risk capital to trading assets, is associated with lower risk-adjusted returns (see Table 9C). The variables controlling for trading risk factors (commodity- and equity-based revenue) tend to have the least explanatory power, though the results suggest that equity-based revenue is associated with higher risk-adjusted market returns (but lower risk-adjusted trading returns).

---

17 The specification included variables reflecting the share of trading account assets composed of U.S. Treasury and agency securities, state and local government securities, mortgage-backed securities, other debt securities, trading positions held in foreign offices, revaluation gains on derivatives positions, and other trading account assets.

18 Only banks and bank holding companies with trading account assets exceeding $1 billion or 10 percent of total assets are subject to the market risk capital requirement. In addition, supervisors have the option to exempt a bank or BHC that would otherwise be subject to the requirements if its trading risk is shown to be minimal, or to require a bank or BHC to be subject to the requirements if it has significant trading risk, even if it is below the numerical thresholds (Hendricks and Hirtle 1997).
The finding that increased disclosure is associated with higher future risk-adjusted performance suggests that BHCs that disclose more information face a better risk-return trade-off. This finding is consistent with a broad interpretation of market discipline. Much discussion of market discipline has focused on the idea that market participants are concerned primarily about risk, so that enhanced disclosure serves mainly to discipline bank managers in terms of risk taking. However, it is reasonable to assume that investors, creditors, and other stakeholders might also be concerned with efficient risk taking and the relationship between risk and return. In this broader interpretation, enhanced disclosure facilitates market discipline not merely by affecting risk but by making risk taking and trading activities more efficient and productive.

A related point is that the link between greater disclosure and better performance may not necessarily stem from the impact of market discipline as traditionally defined. Specifically, the same risk management systems that produce
Table 9, Panel B
Robustness Check—Control for Trading Portfolio Composition

<table>
<thead>
<tr>
<th>Disclosure Variables</th>
<th>Risk-Adjusted Market Return</th>
<th>Alpha</th>
<th>Risk-Adjusted Trading Return</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disclosure leader</td>
<td>-0.052</td>
<td>-0.173</td>
<td>1.318</td>
</tr>
<tr>
<td></td>
<td>(0.031)</td>
<td>(0.114)</td>
<td>(1.010)</td>
</tr>
<tr>
<td>Aggregate disclosure index</td>
<td>0.009***</td>
<td>0.048***</td>
<td>0.283</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.015)</td>
<td>(0.175)</td>
</tr>
<tr>
<td>First principal component</td>
<td>0.016***</td>
<td>0.086***</td>
<td>0.611*</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.028)</td>
<td>(0.353)</td>
</tr>
</tbody>
</table>

| Additional Control Variables          |                             |       |                             |
|                                        | Trading Portfolio Asset Shares |       |                             |
| Treasury and agency securities        | 0.083                       | 0.253| -0.178                      |
|                                       | (0.059)                     | (0.319)| (2.528)                    |
| State and local government securities | 0.160*                      | 0.769| -3.250                      |
|                                       | (0.087)                     | (0.622)| (3.131)                    |
| Mortgage-backed securities            | 0.129***                    | 0.465*| -1.750                      |
|                                       | (0.036)                     | (0.259)| (2.479)                    |
| Other debt securities                 | 0.081                       | 1.017| -4.866                      |
|                                       | (0.079)                     | (0.926)| (3.011)                    |
| Derivatives revaluation gains         | 0.050*                      | 0.066| -0.429                      |
|                                       | (0.027)                     | (0.150)| (1.258)                    |

| BHC Characteristics                   |                             |       |                             |
| Log (asset size)                      | -0.070***                   | -0.469***| 0.278                       |
|                                       | (0.017)                     | (0.111)| (1.013)                     |
| Risk-weighted assets divided by total assets | -0.075                      | 0.036| 6.622                       |
|                                       | (0.096)                     | (0.687)| (4.097)                    |
| Common equity divided by total assets  | -0.012**                    | -0.102**| 0.113                       |
|                                       | (0.005)                     | (0.040)| (0.246)                    |
| Trading assets divided by total assets | -0.534**                    | -2.407*| 18.258                      |
|                                       | (0.254)                     | (1.236)| (13.203)                   |
| Noninterest income divided by operating income | -0.044                      | 0.344| 4.651*                      |
|                                       | (0.078)                     | (0.688)| (2.481)                    |
| Revenue source concentration          | 0.066                       | 0.368| 9.344                       |
|                                       | (0.140)                     | (0.968)| (6.364)                    |

| Year fixed effects                    | Yes                         | Yes | Yes                         |
| BHC fixed effects                     | Yes                         | Yes | Yes                         |
| Number of observations                | 280                         | 280 | 280                         |
| R-squared                             | 0.777                       | 0.340| 0.174                       |
| P-Value: Disclosure Variables = 0?    | 0.001                       | 0.001| 0.123                       |

PUBLIC DISCLOSURE AND RISK-ADJUSTED PERFORMANCE
Table 9, Panel C
Robustness Check—Control for Market Risk Exposure

<table>
<thead>
<tr>
<th>Disclosure Variables</th>
<th>Risk-Adjusted Market Return</th>
<th>Alpha</th>
<th>Risk-Adjusted Trading Return</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disclosure leader</td>
<td>-0.109*** (0.024)</td>
<td>-0.390*** (0.132)</td>
<td>0.602 (1.584)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.350*** (0.125)</td>
<td>0.675 (1.473)</td>
</tr>
<tr>
<td>Aggregate disclosure index</td>
<td>0.010** (0.004)</td>
<td>0.072*** (0.020)</td>
<td>0.297</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.197)</td>
</tr>
<tr>
<td>First principal component</td>
<td>0.018** (0.007)</td>
<td>0.122*** (0.035)</td>
<td>0.578</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.393)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Additional Control Variables</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Market Risk Exposure</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Market risk capital divided by trading assets</td>
<td>-0.085** (0.035)</td>
<td>-0.468** (0.195)</td>
<td>-0.434** (0.197)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-2.554 (1.647)</td>
<td>-2.435 (1.569)</td>
</tr>
<tr>
<td><strong>BHC Characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log (asset size)</td>
<td>-0.082*** (0.029)</td>
<td>-0.629*** (0.164)</td>
<td>-0.623*** (0.169)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.206 (1.082)</td>
<td>-0.262 (1.061)</td>
</tr>
<tr>
<td>Risk-weighted assets divided by total assets</td>
<td>0.015 (0.099)</td>
<td>0.849 (0.709)</td>
<td>9.971** (3.912)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8.337** (3.883)</td>
<td></td>
</tr>
<tr>
<td>Common equity divided by total assets</td>
<td>-0.009* (0.005)</td>
<td>-0.104*** (0.034)</td>
<td>-0.103*** (0.035)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.112 (0.263)</td>
<td>0.110 (0.259)</td>
</tr>
<tr>
<td>Trading assets divided by total assets</td>
<td>-0.799** (0.336)</td>
<td>-3.038* (1.712)</td>
<td>11.608 (17.558)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11.449 (17.517)</td>
<td></td>
</tr>
<tr>
<td>Noninterest income divided by operating income</td>
<td>-0.108 (0.101)</td>
<td>0.084 (0.791)</td>
<td>4.455** (1.847)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.523** (1.888)</td>
<td></td>
</tr>
<tr>
<td>Revenue source concentration</td>
<td>0.020 (0.186)</td>
<td>0.793 (1.213)</td>
<td>18.829** (7.155)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18.905** (7.264)</td>
<td></td>
</tr>
</tbody>
</table>

| Year fixed effects                    | Yes                         | Yes       | Yes                         |
| BHC fixed effects                     | Yes                         | Yes       | Yes                         |
| Number of observations                | 198                         | 198       | 198                         |
|                                         | 199                         | 199       |                             |
| R-squared                             | 0.779                       | 0.332     | 0.216                       |
|                                         | 0.220                       | 0.168     |                             |
| P-Value: Disclosure Variables = 0?    | 0.000                       | 0.000     | 0.000                       |

Sources: Federal Reserve Board, *Consolidated Financial Statements of Bank Holding Companies* (FR Y-9C data); Center for Research in Security Prices (CRSP); Securities and Exchange Commission EDGAR database; company websites.

Notes: Risk-adjusted market return is the annual average of weekly equity price returns divided by the standard deviation of those returns. Alpha is the intercept term from a three-factor market return model using Fama-French factors. Risk-adjusted trading return is annual trading revenue divided by the annual standard deviation of quarterly trading revenue. BHC characteristics are from the Federal Reserve Y-9C reports. Disclosure information is from the BHCs’ annual reports. Stock data are from CRSP. Disclosure leader is a dummy variable indicating that a BHC is the only BHC to disclose a particular data item in a given year. Aggregate disclosure index is the market risk disclosure index. First principal component is based on the eighteen individual data items that comprise the aggregate index. The sample consists of all U.S.-owned BHCs that have trading assets greater than $1 billion (in 2013 dollars) at any time between 1994 and 2012, starting with the year that trading assets exceed $500 million. The regressions include BHC fixed effects and year dummy variables. Residuals are clustered at the BHC level.

* Significant at the 10 percent level.
** Significant at the 5 percent level.
*** Significant at the 1 percent level.
better risk-adjusted performance may also generate the information needed to make more detailed risk disclosures, which may be used by the bank as a public signal of its superior risk management abilities. Fang (2012) finds evidence broadly consistent with this hypothesis, as he documents a contemporaneous correlation between enhanced value-at-risk disclosure and corporate governance characteristics. In this view, enhanced disclosure is a by-product of better performance, rather than a cause. That said, enhanced disclosure nonetheless provides market participants with important information about the bank that could influence investor actions, which seems consistent with a broad view of market discipline.

One last interesting finding concerns bank holding companies that are “first movers” in disclosure, in the sense of being the first to disclose a particular type of information. These firms appear to have lower future risk-adjusted market returns, but higher risk-adjusted trading returns. This finding suggests that there may be learning costs for investors in assessing and putting into context new types of information about risk. To the extent that this is the case, policymakers advocating new and innovative disclosures should also consider the role that the public sector could play in educating investors and market analysts about these new disclosures. This outreach could reduce any negative market reaction to unfamiliar information and thus better align the incentives of firms and policymakers about enhanced disclosure.

5. Summary and Conclusion

Disclosure plays an important role in market discipline because market participants need to have meaningful information on which to base their judgments of risk and performance. Disclosure is particularly important in the banking industry, given that outsiders generally view banks as being opaque. As a result, banking supervisors and other public sector officials have encouraged banking companies to engage in enhanced disclosure, particularly of forward-looking estimates of risk. This article aims to assess whether these kinds of disclosures provide useful information to market participants that can help foster market discipline.

In particular, the article examines disclosures related to market risk in trading and market-making activities. The key variable is an index of market risk disclosure that captures the amount of market risk information banking companies disclose in their annual reports. The index is constructed for a sample of BHCs with significant trading activities over the years 1994 to 2012. The article estimates the extent to which this disclosure affects future risk-adjusted returns on trading activities and returns for the BHC overall, as proxied by the firm’s equity price behavior.

The main findings are that increases in disclosure are associated with higher risk-adjusted returns, both for trading activities and for the firm overall. These results are economically meaningful as well as statistically significant. The findings are robust to alternative specifications that include additional controls for the composition of the BHCs’ trading portfolios and the sources of trading revenue, and are stronger for BHCs whose trading activity represents a larger share of firmwide activity. The results are not driven by the 2007-09 financial crisis and, in fact, the relationship between disclosure and risk-adjusted performance appears to be significantly weaker during the crisis period. Overall, the results suggest that as disclosure increases, BHCs experience an improved risk-return trade-off.
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The articles in this volume analyze the role of corporate culture and governance in the banking industry. The authors take a variety of approaches to the topic, summarizing and synthesizing the literature, providing case studies to illustrate key issues, and developing a framework for understanding the importance of culture and governance to risk management and financial stability. Numerous questions remain, however. Many are asked in the articles themselves, while additional areas of inquiry are detailed below.

A prerequisite to establishing an effective culture and proper governance in financial firms is the ability to identify and explain weaknesses in the structure and behavior of organizations. To conduct such an assessment, a two-pronged approach is essential. Purely data-driven analysis can help us distinguish between competing causal models, but qualitative analysis can stretch the boundary of possible explanations. Therefore, instead of limiting research to the analysis of large data sets, I advocate qualitative research that would explore the relative importance of the right outcome versus the right process—whether knowing what is done (the outcome) is ultimately as important as understanding how and why it is done (the process). If we don’t understand the process, there can be no learning, which hinders our ability to avoid future crises. Further, I recommend research into directors’ understanding of governance in relation to their own role, as well as the ways in which their understanding evolved as a result of their unique experiences at the helm of institutions during the crisis. Still, like quantitative analysis, qualitative research tells only half the story; it can shed light on the unknown—illuminating what we didn’t know we didn’t know—but it cannot test hypotheses. Therefore, it is important to draw upon the strengths of both approaches for a complementary combination of exploration and analysis.

<table>
<thead>
<tr>
<th>Governance Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. How can more detailed governance proxies and the inclusion of private banks in our research add to our knowledge of governance and our ability as regulators to spot dysfunctional firms?</td>
</tr>
<tr>
<td>2. How are board and governance structures different for public and private banks?</td>
</tr>
<tr>
<td>3. How do governance structures differ across legal categories of incorporation (for example, S- and C-corporations or mutual holding companies)?</td>
</tr>
<tr>
<td>4. How well do proxies for S- and C-corporations predict failure? Do they have more or less explanatory power over time? And across institutions?</td>
</tr>
<tr>
<td>5. What drives changes in governance structure over time? What are the implications of these changes for the performance and risk appetites of firms?</td>
</tr>
<tr>
<td>6. How closely do regulators’ assumptions about the role of directors track with what is actually reported by directors?</td>
</tr>
<tr>
<td>7. According to the law, the boards of banking firms are shareholders’ first line of defense. Is this expectation realistic, particularly for financial firms? How can board oversight be improved?</td>
</tr>
<tr>
<td>8. An important channel in governance is shareholder activism. Why is there so little activism in the banking industry? Is activism desirable even if it produces asset volatility and instability in management? If so, how might activism be encouraged?</td>
</tr>
</tbody>
</table>
9. If activism is so weak, shouldn’t the punishments for abuse be imposed on management rather than on the firm (stockholders)? If so, should we worry about the labor market for management?

10. Is there a role for creditor activism in the banking sector—for example, with the introduction of bail-in-able debt? Should creditor activism be encouraged?

11. It has been suggested that corporations focus on the short term in response to exogenous forces such as pressure by institutional investors. How should banks respond to these kinds of external demands as their governance is shaped by market forces (as well as supervisory guidelines)?

12. Some observers argue that banks should focus on long-term value rather than short-term returns. What is long-term value in the banking context given the maturity terms of bank assets and liabilities?

13. If long-term objectives and value can be defined, then what employee compensation structure could support those objectives?

**Survey of Directors**

Input from individuals who were directors of banks during the crisis could add insights. Without asking these questions of directors themselves, we cannot identify problems in motivation or reasoning. However, by conducting surveys of directors, we would be able to ask questions that are strictly unanswerable with current data, such as:

1. How much heterogeneity is there in risk appetite among directors and firms?

2. How do directors think about managing risk, and where do they believe the biggest problems lie?

3. In the period before the crisis, did the firm take risks that in hindsight were unmanageable but that had previously been calculated, reported, and approved by the board? If so, what incorrect assumptions were made about the character of the risk? If not, where was the breakdown in the governance structure that allowed the risk to be taken?

4. What could directors have done to avert distress or failure? What kept them from doing so at the time?

5. Given their experience during a time of distress, what would directors have done differently?

6. What recommendations do directors of firms that survived the crisis have for boards of financial institutions today?

**Supervisory Questions**

Regulators approach governance as a means of protecting the public from downside risk to institutions and catastrophic loss to the financial system as a whole. However, it remains unclear how directors of different institutions conduct their internal risk/return analysis. From the regulatory vantage point—from outside the firm—if we observe ex post that firms took on what was revealed to be excessive risk, it is difficult to know whether the governance structure of the firm was just not strong enough to withstand the pressure of a few risky individuals, or whether that structure was carefully calibrated for the firm to take large gambles. I outline below a few questions for supervisory consideration.

1. When setting regulatory best practices and encouraging firms to improve governance, should regulators focus on outcomes or processes?

2. What kinds of governance processes are in place at the bank, and are they board- or CEO-directed?

3. How can governance processes reveal the state of governance within a firm? How do supervisors decide that bank governance is ineffective?

4. How could supervisory interaction with the board identify potential problems and types of weaknesses in board oversight? What questions need to be raised by supervisors in order to achieve this result?

5. How do we determine where the disconnect lies between final outcomes that are considered “good” and processes that are not?

6. What board procedures should regulators encourage to make firms better governed?

7. How would regulators like directors to perceive their interaction with the board, and how would regulators like directors to weigh various considerations as they make particular decisions?
Culture Questions

1. Is culture different in the financial services industry? Is there a higher incidence of abuse, fraud, and inadequate risk management in financial firms than in firms in other industries?


3. In light of the effect of abuse on financial stability, should banks and banking firm employees face a more severe punishment (monetary, legal, or both) for abuse than nonfinancial institutions and their employees?

4. Can a higher level of disclosure and transparency improve culture? Should we promote this increased transparency, even though the decision to increase transparency is one that would be difficult for banks to unmake in the future without repercussions?

5. How can regulators improve the flow of information within banking firms—from management to the board, for example?

6. How can we induce a culture of cooperation with regulators, such as the sharing of information in real time?

7. How do we define a good culture and how do we know when we see it? What are the attributes of a good culture?

8. How can culture be changed? What would be the evidence of such a change?

9. Equilibrium between governance and culture at a firm is the outcome of market forces as well as regulatory forces. What should regulators do to improve bank cultures? How do we know when we are going too far?

10. Is culture priced?

11. What evidence exists regarding the influence of the law, supervisory recommendations, and regulatory guidelines on culture?

12. How can we encourage a culture of partnership at banks when the different divisions that make up the bank act independently of one another, and division employees are loyal to their cohorts?

13. What is the “right” relationship between firms and their regulators?

14. What outcomes in a bank can be affected by culture?

15. Can human resource policies regarding the hiring, promotion, and firing of employees be used to influence culture?

16. Can management oversight and organizational elements change or improve culture?

17. Can oversight functions improve culture? What practices or approaches—by the risk or legal functions, for example—improve culture?