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Abstract _

We investigate the implications of capital market imperfections
for inventory investment in retail trade, using a new new source of
firm-level data—the micro data underlying the published Quarterly
Financial Reports. An error-correction model that includes internal
funds and forward-looking expectations for the stochastic process of
sales is not rejected by the data. Both the cross-sectional and time-
series results are consistent with the existence of significant capital
market frictions in the retail trade sector: (1) for firms with limited
access to capital markets, internal funds are a significant predictor of
inventory investment; and (2) the predictive power of internal funds is
highly asymmetric over a business cycle, rising considerably in reces-

sions. The quantitative significance of financial factors suggests that
a large portion of the observed volatility in aggregate retail inven-

tory investment over a business cycle is due to Auctuations in internal
funds.
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1 Introduction

Macro-economists know that inventory movements play a dominant role
in business cycle fluctuations—a drop in inventory investment can account
for a majority of the decline in output during recessions. For the average
U.S. postwar recession, Blinder and Maccini (1991) report that inventory
disinvestment accounted for 87% of the total peak-to-trough decline in GDP.
Another salient qualitative feature of a postwar business cycle is that busi-
ness income—and therefore the flow of internal finance—is extremely volatile,
pro-cyclical, and tends to lead the cycle (see, for example, Lucas (1977)).

Using a new firm-level data source, this paper links these two stylized facts
by appealing to theoretical literature which argues that imperfections in the
market for capital—caused by informational asymmetries between borrowers
and lenders—may amplify aggregate fluctuations by increasing the sensitivity
of current spending to movements in internal funds or net worth.

1.1 The Financial Accelerator

Theoretical research analyzing macroeconomic implications of the interac-
tion between real and financial activity seeks to develop mechanisms by
which small, transitory, and exogenous shocks—to either the financial or
real side—can be amplified and transmitted through the economy. Termed
the “financial accelerator” mechanism by Bernanke, Gertler, and Gilchrist
(1996), frictions in financial markets act as a mechanism that amplifies and
propagates the initial real or monetary shock to the economy.

The formal development of the financial accelerator mechanism is pro-
vided by the theoretical literature which emphasizes the financial aspects of
a business cycle—namely, the limited access of many borrowers to external
credit markets and the role that balance sheet positions play in determining
the terms of credit. A central implication of imperfect capital market access is
that internal and external funds are not perfect substitutes. External financ-
ing is intrinsically more expensive than internal financing, because it incor-
porates the “agency premium”—the inevitable dead-weight loss—associated
with imperfect information in financial markets.

The agency premium on external finance is inversely related to the strength
of a borrower’s balance sheet position.! Consequently, the relative posi-

'In other words, a strong balance sheet position indicates that a borrower has more



tions of borrowers’ balance sheets determine the spending decisions of cer-
tain classes of borrowers. This connection between the net worth used as
collateral and the terms of credit leads naturally to the financial accelerator
mechanism—that fluctuations in balance sheet positions over the business
cycle amplify swings in spending.?

1.2 Inventories and the Financial Accelerator

Empirical research to date analyzing the effects of the financial accelerator
mechanism on inventory investment has focused exclusively -on inventories
held by manufacturing firms. Recent papers by Kashyap, Stein, and Wilcox
(1993); Kashyap, Lamont, and Stein (1994); Carpenter, Fazzari, and Pe-
tersen (1994, 1997); Gertler and Gilchrist (1994); Calomiris, Orphanides, and
Sharpe (1994); Calomiris, Himmelberg, and Wachtel (1995); and Gilchrist
and Zakrajsek (1995) offer substantial empirical evidence that financial fac-
tors explain and predict the behavior of manufacturers’ inventories.

Despite the relative importance of nonmanufacturing inventories as a
component of aggregate inventory stocks, current empirical research on the
effects of the financial accelerator mechanism on inventory investment does
not address inventory investment in the remainder of the economy. Blinder
and Maccini (1991) report that in 1989, business inventories accounted for
more than 87% of inventory stocks held in the entire U.S. economy. Accord-
ing to Figure I, retail inventories account, on average, for 27% of the total
business inventory stocks, making retail inventory investment clearly relevant
to aggregate fluctuations.

In addition to the significance of retail trade inventories as a component
of aggregate inventory stocks, the analysis of retail inventory investment in
this paper is motivated by two findings. First, using the variance of inventory
investment as a measure of volatility, inventory investment in retail trade is
the most volatile component of aggregate inventory investment. Nearly 25%

resources available to either directly finance a project (for example, inventory or capital
accumulation) or to use as collateral in obtaining external finance. A strong balance sheet
position, therefore, reduces the borrower’s costs of obtaining external funds by lowering
the agency premium on external finance.

?Dynamic general equilibrium models that incorporate such a financial accelerator
mechanism have been developed by Bernanke and Gertler (1989, 1990); Calomiris and
Hubbard (1990); Gertler (1992); Greenwald and Stiglitz (1993); and Kiyotaki and Moore
{1997).



of the aggregate variance comes from the movements in retail inventories
(see Blinder and Maccini (1991) for full accounting). As shown in Figure II,
dynamics of aggregate inventory investment are dominated by fluctuations
in retail inventories.® In their assessment of the state of inventory research,
Blinder and Maccini (1990) list the volatility of retail inventories as one of
the three basic stylized facts that need to be addressed by the literature.

The second finding motivating this paper centers on the differences in the
cross-sectional distribution of firm size between the retail and manufacturing
sectors. The cross-sectional distribution of the size of retail trade firms—
measured by assets or sales—is skewed toward smaller firms.- According to
Table 1, firms with assets below $250 million accounted for slightly more
than 16% of all assets and almost 31% of all receipts in the manufacturing
sector in 1990. The corresponding class of firms in the retail trade, on the
other hand, accounted for nearly 46% of all assets and more than 66% of all
receipts.?

In their study of small manufacturing firms, Gertler and Gilchrist (1994)
found that following a tightening of monetary policy, small firms account
for a surprisingly significant share of the decline in inventory investment, -
To the extent that binding credit constraints associated with capital market
imperfections are negatively correlated with size and are felt more acutely by
small firms, effects of capital market imperfections may be more prevalent
in retail trade than in manufacturing’ Consequently, financial factors are
likely to have significant explanatory and predictive power for the aggregate
as well as for firm-level inventory dynamics in retail trade. Because financial

3The growth rates (times 100) are plotted as deviations from the mean and are
smoothed by a non-parametric Splus filter; the filter smoothes the data by means of
running medians and is designed to pick up broad trends in the data.

“See Gertler and Hubbard (1988) for additional evidence.

3Using firm-level Compustat data for the retail trade sector, Kwon (1994) finds that for
credit constrained firms, financial factors have significant explanatory power for business
fixed investment.

The interaction of financial factors with retail inventory investment has, historically,
been neglected by econometric investigations. Two exceptions are Irvine (1981a, 1981b).
In both studies, Irvine examines the dependence of retail target inventory levels to financial
inventory carrying costs, measured as a cost of capital. His analysis proceeds under the
assumption of perfect credit markets in which capital costs of financing inventories depend
solely on short-term interest rates and the relative price level. Using monthly sectoral
(durable and nondurable) aggregate data, Irvine (1981b) found that inventory investment
in retail trade responds significantly to variations in cost of capital; similar results were
obtained in Irvine (1981a), which utilized monthly data of & single large department store.
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factors may exacerbate economic downturns, the differences in the cross-
sectional distribution of size and/or capital market access may prove to be
an important source of different cyclical variability within the different sectors
of the economy.

The remainder of the paper is organized as follows. Section 2 presents a
simple linear-quadratic (LQ) model of finished goods inventories and derives
the econometric methodology. Section 3 describes the new source of data
used in the analysis. Section 4 presents the results, and Section 5 concludes.

2 Econometric Methodology

What is the appropriate structural framework for analyzing retail inventory
investment? The widely used production-smoothing/buffer stock model is
not appropriate, because it was developed to analyze manufacturers’ finished
goods inventories. Compelling theoretical arguments, advanced by Blinder
(1981) and Blinder and Maccini (1991)—buttressed by some broadly consis-
tent empirical facts—suggest that (3, s) inventory policies are the appropriate
structural framework for analyzing retail inventory investment.”

Because of the inherent mathematical dificulties in solving (S, s) inven-
tory models, in addition to complex aggregation problems, the current state
of inventory research using (S, s) policies avoids the financial considerations
that form a primary motivation for this paper. An alternative structural
specification is the target-adjustment model (see Lovell (1961) and Schuh
(1996)). The target-adjustment model is based on the hypothesis that each
firm has a “desired” (optimal) target level of inventories, and that a firm,
finding its actual inventory level not equal to its target level, attempts only
partial adjustment toward the target level within any one period.

In addition, aggregate and industry-level (2-digit SIC) time-series evi-
dence for the retail trade sector, obtained by Granger and Lee (1989), indi-

"The key empirical prediction of the (5, s) inventory strategies that is consistent with
the observed data is that the variance of deliveries (i.e., orders) exceeds the variance of
sales. This implication follows very naturally from the (S, s) inventory model, while it js
fundamentally contradictory to the production-smoothing /buffer stock framework.

Despite the seminal work of Caplin (1985) on the aggregation of (S, 8) economies, evi-
dence that aggregate inventory investment in retail trade is consistent with (S, s) inventory
rules is mixed. Mosser (1991) obtains indirect empirical evidence that is consistent with
the (S,s) model of inventory behavior, while Granger and Lee (1989) reject the (S,s)
model in favor of an error-correction framework.



cates that retail inventory levels and sales are cointegrated, indicating that
an error-correction framework may adequately capture the dynamics of in-
ventory investment in retail trade. An error-correction specification can be
thought of as a generalization of a partial adjustment model and, given its
flexibility, can be easily augmented to include financial factors,

2.1 The Model

Let Hy denote firm i’s log-level of real, end-of-period ¢ inventories, and let
H;;, denote firm i’s “desired” or optimal log-level of real inventories in period
t. Because of adjustment costs, stochastic departures from the optimal inven-
tory policy cannot be reversed without cost. The discounted present value of
squared deviations from the optimal path, (Hy, — H)?, and squared changes
in the level of decision instrument (i.e., inventory growth rate), (Hy— Hy_,)?,
provide the standard LQ regulator criterion:

min  Ey {Zﬁk [(Hit+k - Hi )P+ ¢’(AHit+k)2]} : (1) _
{Ht'l+k}k=o k=0 .

In equation 1, 0 < 8 < 1 is a one-period discount factor; By = E[ | {1] is
the mathematical expectations operator and £} is firm ¢’s information set; A
is the back-difference operator; and ¢ > 0 is a constant reflecting inventory
holding costs (e.g., storage and handling charges; see West (1986)). As in
most applied inventory research, we assume that the stochastic process for
H} is exogenous, with H}, ¢ ;. _
The necessary conditions for minimizing the criterion in equation 1 in-
clude both the Euler equation

B {(1 = ML)y = F)Hy — (1= M)(As — 1)H}} =0, @

and a transversality condition such as

kl_l_.l{.lo E; {ﬁk(HitHc —Hi + ¢AHit+k)Hit+k} = (. (3)

L denotes the lag operator, F' denotes the lead operator, and A, and s
-1

are the characteristic roots of equation 2, given by A, + ), = ”ﬁ;‘& and

ApAy = %, which under very general conditions lie on either side of unity,



O<Afi<A <18

The optimal decision rule of firm i confronted with the stochastic inven-
tory target, I}, is the solution to the Euler equation 2, which also satisfies
the split end-point conditions defined by an initial value, H,, , > 0, and the
transversality condition in equation 3:

oG
AHy = (X — 1)Hy_y + (1~ M1 — by M FEgHy (4)
k=0
Following the inventory literature, we assume that the inventory target
1s given by '

i = wi + Sitq1, (5)

where w; is an unobservable firm-specific component, which captures the
stock-out avoidance motive, as advocated by Kahn (1987), and Sy, is the
log-level of real final sales in period ¢ + 1.°

If the stochastic process for Hj, is integrated of order one, then the “gap”
between inventories and their target path, Hy — (w; + Sis11), is integrated .
of order zero.”® Substituting a univariate time-series representation of the
target path, i}, into the decision rule given by equation 4, yields the error—
correction decision rule of the form:

Ly Ls
AHy = ~a[Hy-1 — Ey1 Sy + > MAHu ik + 3 8 ASu_p + fi + uit, (6)
k=1 1

k=

where f; = —aw; is an unobservable composite individual effect, and wuy
is a white noise expectational error that is, by definition, orthogonal to all
variables in the information set £;,.1!

8The inverse of the unstable root, A}'l, is the discount factor of expected future events,
while the stable root, ),, determines the relative influence of past events (see Tinsley
(1970) for detailed discussion).

9Note that in levels, equation 5 implies that .the inventory target in period £ is pro-
portional to the expected level of sales in period t + 1, based on period t information set,
Qi

"%Unit root tests for panel data developed by Levin and Lin (1992, 1993) do not reject
the null hypothesis of a unit root for both the log-level of inventories and the log-level of
sales,

' Error-correction decision rules for selected time series representations of H}, are given
in Nickell (1985).



The baseline specification for inventory growth estimated in this paper is
obtained by augmenting equation 6 with a measure of internal funds from
period t — 1, II;;_;, to obtain

AHy = —alHy_, - Ey 18a)+ Ay + fi+d;
Ly Ls Ln
O NAHyk + S 6,48, + D GALy i +uy.  (7)
k=1 k=1 k=1

Equation 7 captures the basic features of the target-adjustment model. The
first two terms imply that firm i’s long-run inventory target is a linear func-
tion of firm 7’s expected (based on period ¢ — 1 information set) level of sales
and firm ¢’s level of internal funds from the previous period. The (composite)
fixed firm effect, f;, captures any time-invariant and firm-specific character-
istics that may affect firm i’s long-run inventory target. The time effect, d;,
is included to capture aggregate shocks (e.g., movements in prices, interests
rates, or seasonal demand shocks) that can similarly affect the inventory tar-
get level. Note that, conditional on internal funds and fixed firm and time -
effects, the long-run inventory-sales ratio is restricted to be constant.!?

The inclusion of lagged differences of each of the variables in equation 7
is consistent with the cointegrating relationship between inventory levels and
sales and, consequently, gives equation 7 a general error-correction format.
Essentially, the first four terms on the right-hand-side of equation 7 reflect the
influence of the long-run target on inventory growth, while lagged differences
are included to capture any additional short-run dynamics.

Equation 7 is estimated separately for firms with limited access to capital
markets and firms with relatively unimpeded access to sources of external
finance. Under the maintained hypothesis, internal funds ought to have
predictive power for inventory growth only for firms with limited or non-
existent access to external debt markets—that is, credit constrained firms.

A potential problem with this identification strategy lies in the fact that
lags of internal funds could contain information about the expected level] of
current sales, E;_,5;. Accordingly, the predictive power of internal funds
for inventory growth of credit constrained firms could be due entirely to the
predictive power of internal funds for current expected sales.”® To control for

'2Although tests of this restrictions are not reported, the restriction of constant long-run
inventory-sales ratio was not rejected for any of the subsequent regressions.
3This problem is likely to be amplified because firms that are typically identified as
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this spurious correlation, firm #’s period ¢ — 1 information set, which is used
to forecast current sales, includes lagged internal funds.

An extension of this argument would imply that the predictive power
of internal funds for inventory growth merely reflects the predictive power
of internal funds for the expected future sales. In equation 7, the long-run
inventory target depends on the expected level of current sales. It certainly
makes plausible an argument that, in addition to current expected sales, the
long-run inventory target should also depend on the expected future growth of
sales. To test this hypothesis, equation 7 is modified to include the potential
forward-looking nature of the long-run inventory target. In particular,

Fg
AH; = Z OrBit- 108y — a[H:'t—l = E:'t—lsit] + Oy + fi + d,

k=1
Ly Lg L

+ Z YD Hy o + Z Ok ASi—i + E O ALy i + uy. (8)
k=1 k=1 k=1

In equation 8, the long-run inventory target depends on the expected .
growth of sales in periods ¢ + 1, ... yt + Fs, the expected level of sales in
period ¢, the level of interna) funds from period t ~1, as well as fixed firm and
time effects.!! As before, firm i’s information set, which is used to forecast
the current level of expected sales and future growth of sales, includes lags
of internal funds.

2.2 Identification

What is an accurate indicator of a firm’s ability to mitigate informational
asymmetries present in financial markets, an ability that in turn allows a firm

credit constrained are, on average, smaller, younger, and fast-growing. For these firms,
lags of internally generated funds are likely to have substantial predictive power for current
sales.

"Equation 8 is an approximation of & general error-correction decision rule that can
be derived by adding higher-order polynomial adjustment costs to the LQ regulator cri-
terion. In equation 1, the quadratic penalties are imposed on both the static deviation
of the decision instrument from its equlibrium path, Hy, — H};, and the dynamic costs
of altering the level of the decision instrument, Hy,. A general polynomial expansion of
costs imposes a quadratic penalty not only on the one-period changes in the leve] of the
decison instrument, H;;, but also on the growth rate, (1 — L)H;,, or any k-order difference,
(1~ L)*H,;, of the decision instrument; see Tinsley (1993) for an exposition of polynomial
adjustment costs and error-correction decision rules.
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to enjoy relatively unimpeded access to various sources of external finance?
Previous research has used indicators such as firm size, dividend-retention
practices, bank-dependency, lack of commercial paper issuance, and the ab-
sence of a bond rating to identify firms with limited access to various forms of
external credit. Each identification strategy has its advantages and caveats,
however, we identify the financial accelerator mechanism through the single
most important source of short-term external finance for firms in the United
States, namely, trade credit.

2.2.1 Cross-sectional identification

There are many competing theoretical explanations of why nonfinancial firms
lend money. Trade credit may be used as capital by firms that are unable to
raise it through more traditional channels. Firms that extend trade credit
may be more adept than specialized financial institutions in evaluating and
monitoring the credit risk of their buyers. Trade credit, consequently, may be
a way for firms with better access to capital markets to intermediate finance
to firms with little or no access to external credit; see Smith (1987) and -
Brennan, Maksimovic, and Zechner (1988) for theoretical models of trade
credit based on the premise that the seller has information superior to that
of formal financial institutions.

In addition, trade credit may allow suppliers to price-discriminate using
credit when discrimination through prices directly is illegal.’® Finally, trade
credit may be useful in lowering transaction costs (see Ferris (1981)) or in
providing assurances about the quality of the supplier’s products.

In a recent paper, Petersen and Rajan (1995) test the most prominent the-
ories of trade credit demand and supply, using a detailed firm-level database
compiled by the National Survey of Small Business Finance. Controlling for
the supply of trade credit, firms’ investment opportunities, asset maturity,
liquidity, and access to credit from financial institutions, Petersén and Rajan
(1995) reach the following conclusions regarding the use of trade credit:

1>Because the terms of trade credit are typically invariant to the credit quality of the
borrower (see Smith (1987) and Petersen and Rajan (1994)), trade credit reduces the
effective price of external finance for low-quality borrowers. Since low-quality borrowers
form the most elastic segment of the demand curve—because this segment is typically
credit rationed—trade credit both lowers the effective price of the good and allows low-
quality firms to express its demand; see Brennan, Maksimovic, and Zechner (1988) and
Mian and Smith (1992).
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1. The strength of a relationship between the firm and a financial institu-
tion, measured as the firm’s longest relationship with a financial lender,
correlates negatively with the firm'’s demand for trade credit. That is,
firms that are constrained by their institutional lenders rely mainly on
trade credit.1® '

2. Firms with larger unused lines of credit from banks demand less trade
credit, implying that firms treat institutional finance and trade credit
as substitutes.

3. The firm’s ability to generate cash internally reduces its demand for
trade credit, implying that firms prefer internal financing to trade credit
financing.

4. The estimated price elasticity of the demand for trade credit is very
small. This result is consistent with the argument that the failure to
take advantage of early payment discounts is not driven by the implicit
cost of trade credit, but instead by the lack of alternative sources of
external credit.!” '

The evidence obtained by Petersen and Rajan (1995) and the detailed
information on the composition of short-term debt finance in the QFR data
provide the basis for the identification strategy used in this paper. We define
a firm as credit constrained if a predominant share of its short-term external
finance is in the form of trade credit; short-term finance consists of short-term -
bank loans, commercial paper, trade credit, and other short-term debt,

In particular, for each firm we compute the ratio of trade credit payables
to total short-term debt. A firm is classified as credit constrained if its av-
erage ratio of trade credit to short-term debt is greater than or equal to the

1This observation is consistent with an earlier finding by Petersen and Rajan (1994)
that relationship between firms and financial institutions relaxes credit rationing.

'"In retail trade, for example, the standard trade credit terms are are known as “2-10
net 30.” This means that the firm receives a 2% discount if it pays the bill within 10 days
(the discount date), or it must pay the full amount within 30 days (the due date). Thus,
for the first 10 days, the firm gets an interest-free loan. If it does not pay by the discount
date and pays on the due date, the firm’s effective interest rate on trade credit over the
next 20 days is almost 44% (annual rate). If it does not pay by the due date, additional
sanctions {e.g., eventual cut-off of deliveries) may be imposed, raising the effective interest
rate even higher.
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median trade credit to short-term debt ratio for all the firms in its QFR in-
dustry classification.'® Otherwise, a firm is classified as credit unconstrained.
In addition, we consider a group of firms that are even more likely to be credit
constrained by setting the cut-off at the 75th percentile. That is, a firm is
classified as credit constrained if its average trade credit to short-term debt
ratio is above (or equal to) the industry-specific 75th percentile; otherwise
a firm is classified as credit unconstrained. The median and the 75th per-
centile cut-off values are allowed to vary across industries to control for any
industry-specific financing patterns, which may otherwise bias the classifica-
tion scheme. '

The identification strategy based on this cross-sectional concept of “trade
credit dependency” is consistent with the stylized facts of firm-level financ-
ing patterns. Firms rely relatively more on trade credit financing when trade
credit from financial institutions is not available. Although trade credit may
be used to minimize transaction costs, substantial discounts for prompt pay-
ment and strict penalties for late Payment imply that medium- and long-term
borrowing against trade credit is clearly a form of financing of last resort.
Consequently, inventory investment of a firm that relies heavily on trade -
credit should be closely tied to fluctuations in its own internal funds.

2.2.2 Time-series identification

Availability of high-frequency firm-level data allows us to add an additional
dimension to the identification strategy. As noted in the introduction, the
drop in inventory investment accounts for a vast majority of the decline
in GDP for the average U.S. postwar recession. The added dimension of
the identification strategy in this paper concerns the dynamics of inventory
investment during the course of a business cycle.

As business and credit conditions deteriorate in the aggregate, financial
accelerator effects on inventory investment should increase disproportionately
for firms that are already facing severe agency problems in credit markets.
With the onset of a recession, a decline in aggregate spending lowers firms’
sales and cash flows, inducing a deterioration of their balance sheet positions,
thereby raising the cost of external finance to even higher levels. A firm that
relies mainly on trade credit for external financing will find it even more
difficult (if not impossible) to take advantage of early payment discounts or

"¥The QFR industry classifications correspond closely to the 2-digit SIC categories,
although they are not identical; see the Data Appendix for details,
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may even find itself unable to pay suppliers by the due date, setting off a
“trip wire.” Acting on this timely information, suppliers can take additional
precautions when granting trade credit (e.g., consignment sales) or may stop
extending credit altogether.!® Consequently, the deeper the economy falls
into recession, the more we expect credit constrained firms to rely on internal
funds to finance inventory investment.

2.3 Estimation

We now briefly discuss the econometrics used to estimate equations 7 and
8. It is well known that the standard technique of eliminating individual-
specific effects—by transforming all variables to deviations from their re-
spective individual means—is inappropriate in a context of a dynamic mode]
with unobservable individual effects (see Nickell (1981), for example). An
OLS or an IV estimator obtained from data that have been transformed in
this manner is inconsistent, for finite T, because of the asymptotic correla-
tion that exists between the transformed lagged endogenous variables and the
transformed error term. The theoretically correct way to estimate a dynamic -
model with individual effects is first to difference the data—to eliminate the
individual-specific effect—and then to estimate the differenced equation us-
ing an instrumental variables procedure like GMM (see Holtz-Eakin, Newey,
and Rosen (1988}, for example). :

An alternative to first differencing that is very useful in the context of
dynamic panel data models is the orthogonal deviations transformation pro-
posed by Arellano and Bover (1995). The advantage of the orthogonal devia-
tions transformation is that it gives an equivalent to a within-group estimator
while preserving the orthogonality among the transformed errors. That is, in-
dividual effects are eliminated by subtracting the mean of all available future
observation from the first T' ~ 1 observations in the sample:

1
—;T)(Iu+1+"'+$i7‘)]; t=1,...,T~1, (9)

Ty = Wy [Iu - T

19This scenario is consistent with the findings of Petersen and Rajan (1995), who find
that suppliers use this informational advantage in lending to firms of currently suspect
credit quality. The lack of any time-series dimension in their data set, however, makes it
impossible to trace out the dynamics of trade credit demand and supply over a business
cycle.
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where z;, denotes the transformed variable, and w2 = (T — )/ (T—-t+1)is
the weighting factor that equalizes the variances.20

We use the orthogonal deviations transformation to eliminate the un-
observable firm-specific effects from equations 7 and 8. For the transformed
equation 7, a valid set of moment restrictions for period ¢ is given by Efz;,u},] =
0, where z; = (Hy,...,Hy_9,8n,..., Sit—2ILir, ..., IIy_9, Dy) is a vector of
valid instruments for period ¢, uJ, is the transformed error term, and D, de-
notes the relevant time dummies. A complete set of moment restrictions for
firm ¢ is given by E[Zu}] = 0, where

Zi = diag[Hila s ’Him Si'l: .- ':Sis,nilu . -sniah Dt]’ §= 1: cae 1ﬂ - 2)

and diag[-] represents a block-diagonal IV matrix of the type discussed in
Arellano and Bond (1991); and «; is a (T} x 1) vector of transformed errors
for firm 3.

Because equation 8 includes the expected growth of sales for periods  +
L,...,¢ + Fs, which are replaced by their realized values, the error term in
equation 8 will, by construction, follow an MA(F5s) process, thus invalidating -
the use of instruments dated t — Fs in the period-f moment restrictions,
Elzyuy] = 0. Accordingly, variables dated ¢ — Fg must be dropped from
the vector of instrumental variables, which is used to identify equation 8 in
period . Therefore, a valid IV matrix for firm i is given by

Z,' = diag[Hﬂ, v ,H,:s,Sﬂ, . ,S,'S'Hﬂ, ‘s ,H,’s,D;}; 8§ = 1, v ,T; — Fs.

Because the panel is unbalanced, dim(Z;) = dim(Z;) if and only if firm ¢
and firm j are in the sample the same number of periods. An IV matrix for
the complete transformed system is obtained by stacking up the relevant firm-
specific IV matrices, Z = (Z},..., Z))', and adding columns of zeros where
necessary to ensure conformability. The resulting transformed equations are
estimated with an asymptotically efficient two-step GMM estimator of the
type presented in Arellano and Bond (1991).2!

**This transformation can be regarded as first differencing the equation to eliminate
individual-specific effects, followed by a GLS transformation to remove the serial correla-
tion induced by differencing.

21 An asymptotically efficient GMM estimator would exploit all (linear) moment restric-
tions. In the case of equation 7, this would lead to an IV matrix Z with 3,825 columns
(not including time dummies). For computational reasons it is clearly impractical to use
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3 Data

Empirical implementation of the above identification strategy requires a data
set having the following three characteristics: First, the data set should have
2 long time-series dimension at the business cycle frequency; second, it should
capture a sufficiently rich cross-section of the underlying population: and
finally, the data set should include a detailed array of both real and financial
variables. :

A new data set satisfying the above three specifications is the firm-level
data set underlying the published Quarterly Financial Reports (QFR). Col-
lected by the Bureau of the Census, the firm-level QFR data appear promising
because of their long time-series dimension at g business cycle frequency and
the Bureau of the Census’s extensive sampling of smaller and nonpublicly
traded firms. These features make the firm-level QFR data more representa-
tive of the underlying population than, for example, Compustat. In addition,
firm-level income and balance sheets include a great deal of information on
real and financial variables that is often unavailable in other commonly used
micro-level data sets. Working with the original QFR files through the Cen- -
ter of Economic Studies (CES) at the Bureau of the Census, Mark Gertler,
Simon Gilchrist, and I have constructed firm-level data sets for the manufac-
turing, retail, and wholesale sectors of the U.S. economy, spanning the time
period 1977:Q1 to 1991:Q3.2 -

all of the available instruments. In addition, given the actual sample size, the finite-sample
properties of the estimator are likely to be affected by the use of an excessive number of
instruments, - Consequently, only lags 2 to 5 were used as instruments in equation 7 and
lags 3 to 5 in equation 8. As a robustness check, we extended the lag length to 6 for both
equations without affecting any of the resuits.

The estimation was carried out by DPD.sas—a set of general panel data estimation
routines written in SAS by the author—that are based on the GAUSS version of a similar
program written by Arellano and Bond (1988). _

%2The data for the manufacturing sector are by far the most comprehensive of all the
three sectors sampled in the QFR program. The majority of firms in the retail trade sec-
tor belong to the certainty components (ie., firms with assets over $50 million), although
smaller firms are also sampled. The biggest difference is that we can sum up the manufac-
turing firm-level data to obtain the sectoral aggregates, while for the retail and wholesale
trade sectors, we can only obtain consistent aggregates for the firms above $50 million in
total assets. '
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3.1 Summary Statistics

The data set used in the analysis consists of an unbalanced panel of 782 retail
trade firms covering the time period 1977:Q1 to 1991:Q3 (59 quarters); the
minimum tenure in the panel is 12 quarters and the longest is 59 quarters,
yielding a total of 23,830 observations. The exact selection procedure and
the construction of all variables are described in the Data Appendix.

Table 2 provides some summary statistics for the three financial cate-
gories of firms used in the analysis.? By any measure, firms identified as
credit constrained are, on average, smaller that credit unconstrained firms.
Similarly, credit constrained firms have a significantly lower inventory-to-
sales ratio and maintain a much higher ratio of cash stocks to total assets
than their credit unconstrained counterparts.2* .

Looking at the composition of short-term external finance, we see that
trade credit is, on average, still the most important source of external finance
for credit unconstrained firms, accounting for 71% of all short-term debt—
in fact, for the sample as a whole, trade credit accounts for nearly 84% of
all short-term liabilities. For credit unconstrained firms, bank loans are the .
second most important source of short-term external finance, accounting for
21% of all short-term debt; the remainder of short-term liabilities consists of
other debt (6%) and commercial paper (2%).

This picture, however, is starkly different for credit constrained firms.
For the firms above the median cutoff, trade credit accounts, on average, for
97% of all short-term debt and for firms above the T5th percentile cutoff,
trade payables account for 99% of all short-term external finance. According
to Table 2, both categories of credit constrained firms issued no commercial
paper or short-term other debt, and bank debt forms a negligible part of
their short-term liabilities,

23The Census Bureau'’s regulations prohibit the disclosure of all order statistics on raw
firm-level data. We use 5%-trimmed means to compute robust summary statistics for the
sample; all results are qualitatively similar if medians or simple means are used instead.

*4This evidence is consistent with Kashyap, Lamont, and Stein (1994), who find that
during the 1982-83 recession, small manufacturing firms with no access to public debt
markets financed a significant share of their inventory investment by depleting their buffer
stocks of cash and liquid assets.
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4 Results

In equations 7 and 8, the dependent variable is the growth rate of inventories.
Following a recent study by Carpenter, Fazzari, and Petersen (1997), we use
cash flow scaled by a lag of total assets as a measure of internal funds,
[y, Weset Ly = Lg = Ln = 4 in both equations; that is, we include 4
lags of AH,;;, AS,, and AL, in each specification to control for any short-
term dynamics. Additional lags were no longer statistically significant. We
have also included industry-specific time dummies in place of aggregate time
dummies without affecting any of the results. :

4.1 Baseline Error-Correction Model

Estimates of equation 7 are presented in Table 3. The results clearly show
that period ¢ — 1 internal funds, ILi-1, are a highly significant predictor of
inventory demand for both categories of firms classified as credit constrained.
The point estimate on lagged cash flow is 0.51 for the firms above the median
cut-off and nearly three times as much (1.31) for the firms above the 75th -
percentile cutoff; note that both parameters are precisely estimated with
t-statistics exceeding four in both cases.

"The sharp increase in the magnitude of the cash flow coefficient across
the credit-constrained categories is consistent with our identification strat-
egy, which posits that firms that rely almost exclusively on trade credit for
their external financing do so because credit from financial institutions is not
available. Given the implicit high cost of trade credit financing, firms prefer
to use internal funds to finance their inventory accumulation. For credit un-
constrained firms, last period’s internal funds have no explanatory power for
inventory growth. In fact, the point estimate on period £ — 1 cash flow is neg-
ative (-0.19), although it is not statistically significant at the 5% significance
level. '

The sum of coefficients on the four lags of All, is positive and statistically
significant for the credit unconstrained firms and for the credit constrained
firms above the median cutoff. For the éredit constrained firms above the
75th percentile cutoff, the sum of coefficients on the four lags of AIl, is
negative but imprecisely estimated. The p-values for the Joint exclusion test
on all cash flow coefficients indicate that the hypothesis that the all cash flow
terms are equal to zero is rejected for all categories of firms at, essentially,
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100% confidence level. 5

These results point to a potential problem in our identification strat-
egy. That is, an alternative hypothesis would ascribe the predictive power
of lagged internal funds for current inventory growth to the informational
content of past retained earnings for future expected sales. The significant
predictive power of lagged growth in internally generated funds for both the
credit constrained and credit unconstrained firms is consistent with this hy-
pothesis. Firms with high growth in past retained earnings—which could
be due to a strong demand for their goods—may expect strong sales in the
future and, accordingly, may want to increase their inventory holdings.

Despite the fact that the over-identifying restrictions imposed by the
model are not rejected for all categories of firms and that residuals are free of
serial correlation, the results in Table 3 cast doubt on the validity of a simple
LQ model.?® In particular, the estimated adjustment speeds (parameter a),
although of the right sign (negative), are not economically plausible. For
credit unconstrained firms, for example, the estimated adjustment speed is
0.12, implying that it takes, on average, more than 8 quarters for a firm to
adjust its inventory stocks to its optimal target. : '

4.2 General Error-Correction Model

Estimates of a general error-correction decision rule given in equation 8 are
presented in Table 4. We set Fg = 2; that is, we include the expected growth
of sales for periods ¢ + 1 and ¢ + 2 in equation 8 to control for the potential
predictive power of lagged internal funds for future expected sales. Additional
leads of the growth rate of sales were no longer statistically or economically
significant. Note that the inclusion of these forward terms induces an MA(2)
error structure and, thus, invalidates the use of instruments dated ¢ — 2 in
the moment restrictions. :

%5To test this hypothesis, we use the two-step procedure developed by Newey and West
(1987). We first estimate the unrestricted version of equation 7, and then use the optimal
weighting matrix from the unrestricted specification to estimate the restricted version.
The difference in the J-statistics (see Hansen (1982)) is distributed as x2, with degrees of
freedom equal to the number of restrictions.

26The Arellano and Bond (1991) test for the first- and second-order serial correlation
indicates that for credit constrained firms above the 75th percentile cutoff, residuals exhibit
marginal second-order serial correlation; both the m1 and m2 statistics are distributed as
N(0,1).
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The results in Table 4 show that lagged internal funds remain a highly
significant predictor of inventory demand for both categories of firms clas-
- sified as credit constrained, even when controlling for the expected future
growth of sales. The point estimate on period ¢t — 1 level of internal funds
is 0.56 for the firms above the median cutoff and 1.50 for the firms above
the 75th percentile cutoff, indicating that internal funds are an important
determinant of inventory investment for credit constrained firms. For the
credit unconstrained firms, the point estimate on lagged internal funds is
-0.14, which is statistically, though not economically, significant.

Expectations about the future growth of sales are also an important pre-
dictor of current inventory demand. Inventory investment of both credit con-
strained and credit unconstrained firms is highly sensitive to the expected
growth in sales over the immediate future quarter, AS;;; . The magnitude
of the coefficient on further leads of sales declines rapidly and is no longer
quantitatively significant at date ¢ + 2. The inclusion of the forward-looking
expectations significantly raises the estimated adjustment speeds to some-
what more plausible levels, especially for the credit constrained firms. The
significance of the lagged difference coefficients on AH; indicates the pres- -
ence of adjustment costs, although the coefficients do not have much of a
structural interpretation in this unrestricted form.

As before, the over-identifying restrictions imposed by the model are not
rejected by the data. Combined with the fact that the estimated adjustment
speeds are somewhat more plausible, and that sales expectations plays a sig-
nificant role in determining inventory demand, the data seem to favor the
general error-correction decision rule of equation & over the baseline specifi-
cation given in equation 7.

4.3 Business Cycle Asymmetries

‘The implications of capital market imperfections for inventory investment
in retail trade presented in the previous two sections were based solely on
the cross-sectional dimension of the identification strategy outlined in Sec-
tion 2.2.1. The theory, in addition to cross-sectional implications, also pro-
vides predictions concerning the dynamics of inventory investment during
the course of a business cycle.

To test for the business cycle asymmetry in the use of internal funds
for inventory investment, a N.B.E.R. recession indicator variable, R,, is in-
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teracted with the lagged level of internal funds in equation 8.2 The term
R, x Il;;_; measures the increase in the predictive power of internal funds for
inventory growth during recessions relative to expansionary times. Under the
null hypothesis of imperfect capital markets, we expect that R, x IT;_, > 0.
The results in Table 5 show that the increase in the predictive power of
internal funds during recessions is substantial and statistically significant.
Firms classified as credit constrained exhibit a sharp and statistically sig-
nificant asymmetry in their reliance on internal funds to finance inventory
accumulation over the course of the business cycle. The point estimate on
the predictive power of internal funds during recessions, relative to expan-
sionary times, is 26% higher for firms above the median cutoff and more than
40% higher for the firms above the 75th percentile cutoff. Both estimates are
statistically significant with t-statistics exceeding 2.5 in-each case.

4.4 Aggregate Implications

The evidence presented so far is consistent with the existence of significant
capital market frictions in the retail trade sector. For credit constrained -
firms, internal funds are an important determinant of inventory investment.
Their reliance on internal funds to finance inventory accumulation is highly
asymmetric over the course of a business cycle, indicating that the credit
constraints become more acute the deeper the economy is in the recession.

For credit constrained firms, shocks to internal funds have an econom-
ically significant impact on inventory investment. Estimates from Table 5
imply that for credit constrained firms above the median cutoff, a one stan-
dard deviation drop in internal funds during a recession reduces the inventory
growth by 9% on an annual basis; for the firms above the 75th percentile, a
shock of the same magnitude reduces inventory growth by more than 25%.28
Given that one standard deviation in the annual growth rate of inventories
is approximately 74%, and that the drop in internal funds during a typical
recession is of the order of two to three standard deviations, fluctuations
in internal funds clearly have a quantitatively important effect on inventory
investment.

2" Specifically, the recession indicator, R;, equals one if period ¢ falls in the N.B.E.R.
dated recession; otherwise R, equals zero.

2The standard deviation of internal funds for the credit constrained firms above the
median cutoff is 13.2% on the annual basis. This number times 0.68—the point estimate
on lagged internal funds during recessions—is approximatety 9%.

20



These results provide strong micro evidence in support of a financial accel-
erator for inventory investment. An important question remaining, however,
is whether these effects matter in the aggregate. Although a complete answer
to this question is beyond the scope of this paper, we provide two pieces of
evidence suggesiing that these effects do matter indeed.

First, during the sample period 1977:Q1-91:Q3, credit constrained firms
above the median cutoff accounted, on average, for 30% of all retail inventory
stocks in the QFR sample. At the beginning of the sample, these firms
account for slightly over 24% of total retail inventory stocks. Consistent
with the pronounced upward trend in the overall share of retail inventories
(see Figure I), the share of retail inventories held by credit constrained firms
nearly doubles over the sample period, accounting for more than 40% of all
retail inventories during the latter part of the sample.?*-

Second, inventories of credit constrained firms are more volatile and pro-
cyclical than are inventories of the credit unconstrained firms. Figure ITla
plots the cumulative weighted average growth rate of inventories for the credit
constrained firms above the median cutoff and for their credit unconstrained
counterparts; figure IIIb plots the cumulative growth rate of sales for the -
same categories.3?

The striking drop in inventory stocks of credit constrained firms following
~ the onset of tight money in 1978:Q3 and the continued inventory disinvest-
ment during the recessions of 1980 and 1081-82 provide strong evidence that
credit constrained firms account for a significant share of the decline in ag-
gregate inventory investment during an economic downturn. Also striking
is the differentially strong expansions of credit unconstrained firms, which
during the 1983-86 recovery—a period of strong sales—quickly accumulated
inventories to match their pre-recession levels. For credit constrained firms,
on the other hand, sales and inventory levels return to trend much later and
never reach their pre-recession levels. ‘

The evidence for the latter part of the sample is not so dramatic. There is
no obvious differential pattern following the monetary tightening of 1988:Q4.

29Using the master QFR panel for the retail trade sector, firms are classified as credit
constrained or credit unconstrained using the same classification procedure that was used
for the subsample of firms described in Section 3.2.

30For each . category. of firms, we. compute, quarter by quarter, the weighted cross-
sectional average of the growth rate of inventories and sales, with weights equal to the
last period’s level of inventories and sales, respectively. The resulting time-series are then
cumulated and seasonally adjusted using quarterly dummies and linearly detrended.
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Credit unconstrained firms began to experience declining sales in the late
1980s, leading to inventory disinvestment at a, pace that continued through-
out the 1991 recession. Inventories of credit constrained firms, following the
trend-level of sales, remained relatively stable and declined only during the
middle and latter part of the 1991 recession.3!

Based on this evidence, it is easy to see the asymmetric effects of the
financial accelerator on inventory investment. As credit and business condi-
tions deteriorate for the economy as a whole, credit constrained firms find
it harder and more expensive to obtain external financing. The responsive-
ness of inventory investment to retained earnings for credit constrained firms
increases dramatically throughout the downturn. The amplification effects
associated with the financial accelerator mechanism, consequently, become
more relevant for aggregate economic activity, :

5 Conclusion

Using a new micro-level data source, we present cross-sectional and time- .
series evidence in support of a, quantitatively significant financial accelerator
mechanism for inventory investment in the retail trade sector. Consistent
with the existence of credit market imperfections, a significant fraction of
firms in retail trade face binding credit constraints by relying almost entirely
on trade credit to finance inventory accumulation.

Because of the implicit high cost of trade credit financing, inventory in-
vestment of credit constrained firms responds significantly to fluctuations in
internal funds. The response of inventory investment to shocks in internal
funds is highly asymmetric over the course of a business cycle, increasing
considerably in recessions relative to expansionary times. The quantitative
significance of financial factors is consistent with the view that a large por-
tion of the observed volatility in aggregate retail inventory investment over
a business cycle is due to fluctuations in internal funds. ‘

31 Note that, according to Figure II, the drop in inventories following the 1988:Q4 Romer
episode and the inventory disinvestment in the retail trade sector during the 1991 recessions
were not nearly as severe as they were for the remainder of the economy. The fact that
the 1991 recession did not hit retail trade as hard as it hit the manufacturing sector could
account for the absence of the differential effect during the 1990s.
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A Data Appendix

This section describes the construction of variables and the selection rules
used to

construct of the data set for our analysis.

A.1 Construction of Variables

e Inventories: The QFR data report the book value of total inventories.
In retail trade, inventories consist almost entirely of finished goods in-
ventories (see Blinder and Maccini (1991)). Many retailers are thought
to follow first in, first out (FIFO) pricing practices: namely, once a fin-
ished good is placed on shelves, it is given a price tag that remains on
the item regardless of what subsequently happens to the price of newly
produced goods (see Okun (1981), pp. 155-60). Because the firm-level
QFR data do not provide any information on the inventory accounting
practices, we assumed that all inventory stocks are evaluated using the
FIFO method so that the replacement value of inventory stocks equals -
their book value. To eliminate the inflation bias from the inventory
growth rate, inventory stocks were deflated by the implicit inventory
deflator for the retail trade sector.

e Sales: To construct a real measure of sales, the reported nominal value
of sales was deflated by the industry-specific implicit sales deflator for
the retail trade sector.

e Internal Funds: The measure of internal funds is cash flow relative to
last period’s total assets. Cash flow is defined as income {or loss) from
operations plus depreciation, depletion, and amortization of property
plant, and equipment. Both cash flow and the book value of total assets
are deflated by the implicit GDP price deflator prior to constructing the
measure of internal funds; any remaining variables used in the analysis
(e.g., all short-term liabilities, cash stocks, etc.) were deflated by the
implicit GDP price deflator.

A.2 Selection Rules

From the master panel for the retail trade sector, we selected all firms with
at least 12 quarters of data, yielding a sample of 980 firms. To avoid results
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that are driven by a small number of extreme observations, three criteria
were used to eliminate firms with substantial outliers or obvious errors:

1. If a firm’s growth rate of (real) inventories was below the 0.50th
or above the 99.50th percentile of the distribution at any point
during a firm’s tenure in the sample, a firm was eliminated in jts
entirety. ‘

2. If a firm’s growth rate of (real) sales was below the 0.50th or above
the 99.50th percentile of the distribution at any point during a
firm’s tenure in the sample, a firm was eliminated in its entirety.

3. If a firm’s ratio of (real) cash flow to last period’s (real) total assets
(i.e., measure of internal funds) was below the 0.50th or above the
99.50th percentile of the distribution at any point during a firm’s
tenure in the sample, a firm was eliminated in its entirety.

As a consequence of these selection rules, 198 firms were eliminated, leav-
ing 782 firms in the final data set.3? By industry, 127 firms belong to the
QFR industry classification 53 (General Merchandise Stores); 164 belong to
the industry classification 54 (Food Stores); 120 to the industry classification
55 {(Automotive Dealers & Service Stations); and 371 firms belong QFR the
industry classification 59 (Other Retail Industries).®

A.3 Interpolation

Because the 1978:Q4 original QFR tape has been destroyed (rather than
begin the analysis in 1979:Q1), we interpolated the missing quarter where
necessary using cubic splines (see de Boor (1981)). In particular, the real
log-level of inventories, sales and total assets was interpolated using a cubic
spline with the spline knots placed at the start of the first input interval, at
the end of the last interval, and at the interval midpoints, except that there
are no knots for the first two and the last midpoints. A cubic polynomial
curve is then fitted to the input data for each firm, with the restriction that
the whole curve and its first and second derivatives are continuous. The

32Subsequent analysis of firms that were deleted from the sample revealed severe anom-
alies in their data: quarterly growth rates of sales and inventories in excess of 200%, and
abnormal movements in tota) assets.

BQFR industry codes 53, 54, and 55 correspond exactly to the 2-digit SIC codes; the
industry code 59 includes SIC codes 52 and 56-59.
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interpolated 1978:Q4 value is then exponentiated to obtain the missing real
value, 34

Unlike the variables from the real side of the balance sheet, short-term
credit variables are far more discrete in nature and, therefore, are not suitable
for interpolation by cubic splines. The missing quarter for all short-term
credit variables was interpolated by fitting a discontinuous piecewise constant
curve, with the resulting step function equal to the average value of the
variable for the input interval.

3 Because they can take on zero or negative values, cash flow and cash stocks were
interpolated without the logarithmic transformation.
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Table 1
Percent of Assets and Receipts by Firm Size (1990)

Cumulative | Manufacturing | Retail Trade
Asset Size | Assets Receipts | Assets Receipts
< $1M 1.30 4.30 13.1 21.9
< $5M 3.70 10.2 25.4 40.9
< $10M 5.20 134 29.9 48.2
< $25M 7.50 18.2 34.5 54.6
< $50M 9.40 21.5 37.3 58.0
< $100M 11.6 25.0 40.1 61.1
< $250M 16.1 30.9 45.3 66.1

Source: Statistics of Income, 1990.

Table 2
Summary Statistics

TCDEP < 50P: Firms with the average ratio of trade payables to total short-term debt
below their industry-specific median.

TCDEP > 50P: Firms with the average ratio of trade payables to total short-term debt
above (or equal to) their industry-specific median.

TCDEP > 75P: Firms with the average ratio of trade payables to total short-term debt
above (or equal to) their industry-specific 75th percentile.

Trimmed Means

TCDEP < 50P

TCDEP > 50P

TCDEP > 75P

Inventories
Net Sales
Total Assets

Inv/Sales
Cash Stocks/Assets

Trade Payables/S-T Debt
Bank Loans/S-T Debt
Other Debt/S-T Debt
Comm. Paper/S-T Debt

No. of Firms
Avg. Tenure

139.8
276.8
526.8

0.61
0.05

0.71
0.21
0.06.
0.02

390.0
39.9
12,037

116.4
251.0
431.8

0.42
0.09

0.97
0.03
0.00
0.00

392.0
38.8
11,793

80.1
199.0
375.5

0.34
0.11

0.99
0.01
0.00
0.00

197.0
36.2
5,374

Observations

Notes: Trimmed means exclude observations below the 2.5 percentile and above the 99.75 percentile.
Sample period: 77:Q1-91:Q3. All variables are in millions of real (1992) dollars.
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Table 3
Baseline Error-Correction Specification

TCDEP < 50P: Firms with the average ratio of trade payables to total short-term debt
below their industry-specific median.

TCDEP > 50P: Firms with the average ratio of trade payabies to total short-term debt
above (or equal to) their industry-specific median.

TCDEP > 75P: Firms with the. average ratio of trade payables to total short-term debt
above (or equal to) their industry-specific 75th percentile.

Parameter | Full Sample | TCDEP < 50P | TCDEP > 50P | TCDEP > 75P
Hy 1 — Sy -0.083 -0.118 -0.127 -0.147
(0.003) (0.007) (0.008) (0.003)
AH -0.042 -0.013 -0.089 -0.453
(0.009) (0.027) (0.062) {0.092)
AS 0.181 0.152 0.146 0.347
(0.008) (0.031) (0.033) (0.108)
Al 1.051 0.748 0.725 -1.009
(0.089) (0.305) (0.360) (1.032)
|} PP 0.180 -0.187 0.509 1.311
(0.027) (0.102) (0.104) (0.321)
Excl. Test® 0.000 0.000 0.000 0.000 -
J-Statistich 651.15 336.48 331.16 149.90
d.f. 648.00 648.00 648.00 648.00
m1¢ 0.370 0.793 -0.146 1.527
m2 0.848 1.704 0.400 1.973
No. of Firms 782.00 390.00 _ 392.00 197.00
Observations 18,356 9,307 9,049 3,995

Notes: Estimation period: 78:Q4-91:Q3. AX denotes the sum of four coefficients on the lagged differences
of X. Asymptotic standard errors reported in parenthesis. All regressions include fixed time effects (not
reported) and are estimated with GMM using Sit—2,...,80-5; Hic-gz,...,Hi5; and Mit—2,..., M5 as
instruments. :

*P-value for the exclusion test on interna! finance variables (see Newey and West (1987)).

Test, of the over-identifying restrictions (see Hansen (1982})).

“Robust test for the first-order (ml) and second-order (m2) residual serial correlation (see Arellano and
Bond (1991)). :

32



Tabie 4
General Error-Correction Specification

TCDEP < 50P: Firms with the average ratio of trade payables to total short-term debt
‘ below their industry-specific median.
TCDEP > 50P: Firms with the average ratio of trade payables to total short-term debt
above (or equal to) their industry-specific median.
TCDEP > 75P: Firms with the average ratio of trade payables to total short-term debt
above (or equal to) their industry-specific 75th percentile.

Parameter | Full Sample | TCDEP < 80D TCDEP > 50P | TCDEP > 75P
ASii0 0.026 0.009 0.088 0.059
(0.007) (0.006) (0.005) (0.023)
ASiq 0.301 0.264 0.398 0.448
(0.010) (0.007) (0.007) (0.026)
Hy_i1 - S; -0.125 -0.160 -0.221 -0.294
(0.008) (0.006) (0.006) ‘ (0.036)
AH -0.412 -0.280 -0.248 -0.419
(0.025) (0.020) (0.023) (0.087)
AS 0.412 0.255 0.335 0.205
(0.027) (0.023) (0.027) (0.088)
All -0.553 0.783 -0.148 -1.940
(0.221) (0.204) (0.233) (0.930)
Iy 0.344 -0.135 0.555 1.500
(0.058) (0.056) (0.052) (0.295)
Excl. Test® 0.000 0.000 0.000 0.000
J-Statistic? 486.75 335.58 333.27 146.70
d.f. 476.00 476.00 476.00 476.00
ml¢ 3.322 1.909 2.885 2.726
m2 1.457 1.659 1.698 2.273
No. of Firms 782.00 390.00 392.00 197.00
Observations 16,792 8,527 8,265 3,601

Notes: Estimation period: 78:Q4-91:Q1. AX denotes the sum of four coefficients on the lagged differences
of X. Asymptotic standard errors reported in parenthesis. All regressions include fixed time effects (not
reported) and are estimated with GMM using Sie-s,...,Siu-s; Hita,..., Hitws; and IMie_a,...,Ou_5 as
instruments.

®P-value for the exclusion test on internal finance variables (see Newey and West (1987)).

®Test of the over-identifying restrictions (see Hansen (1982)).

“Robust test for the first-order (m1) and second-order (m2) residual serial correlation (see Arellano and
Bond (1991)).
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Table 5

General Error-Correction Specification

TCDEP < 50P: Firms with the average ratio of trade payables to total short-term debt
below their industry-specific median.
TCDEP > 50P: Firms with the average ratio of trade payables to total short-term debt
above {or equal to) their industry-specific median.
TCDEP > 75P: Firms with the average ratio of trade payables to total short-term debt
above (or equal to) their industry-specific 75th percentile.

Parameter | Full Sample | TCDEP < 50P | TCDEP > 50P | TODEP > T5P
ASitio 0.025 0.008 0.087 0.061
(0.007) (0.006) (0.005) (0.023)
ASits1 0.301 0.264 0.398 0.457
(0.010) (0.007) (0.008) (0.027)
Hi1 - S -0.125 -0.160 -0.224 -0.306
(0.008) (0.006) (0.006) (0.037)
AH -0.405 -0.276 -0.243 -0.407
(0.025) (0.021) (0.024) (0.092)
AS 0.411 0.258 0.336 0.176
(0.027) (0.023) (0.026) (0.088)
All -0.477 0.836 -0.140 -1.683
(0.222) (0.207) (0.229) (0.982)
1y 0.309 -0.179 0.536 1.419
(0.062) (0.057) (0.055) (0.296)
Ry x Ty 0.153 0.134 0.141 0.576
(0.049) (0.044) (0.055) (0.189)
Excl. Test® 0.000 0.000 0.000 0.000
J-Statistic® 486.14 335.39 333.01 142.39
d.f. 476.00 476.00 476.00 476.00
ml¢ 3.206 1.909 2.912 2.952
m2 1.424 1.634 1.740 2.337
No. of Firms 782.00 390.00 392.00 197.00
Observations 16,792 8,527 8,265 3,601

Notes: Estimation period: 78:Q4-91:Q1. AX denotes the sum of four coefficients on the lagged differences
of X. Asymptotic standard errors reported in parenthesis. All re
reported) and are estimated with GMM using R,, Si;—3,. .. 1 Sit—5; Hiws,..., Hit—s; and I, _3, ..

instruments,

gressions include fixed time effects (not

“P-value for the exclusion test on internal finance variables (see Newey and West (1987)).
*Test of the over-identifying restrictions (see Hansen (1982)).

“Robust test for the first-order (ml) and second-order (m2} residual serial correlation (see Arellano and

Bond (1991)).
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Figure |
Share of Retail Inventories
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Figure llla
Cumulative Growth Rate of Inventories
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