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Abstract 

We analyze how systemic cyber risk relates to the financial cycle and show that the potential impact of a 

cyber attack is systematically greater during stressed financial conditions. This is true over the past two 

decades and particularly at the onset of the COVID-19 pandemic, when changes in payment activity 

increased vulnerability by approximately 50 percent relative to the rest of 2020 through more 

concentration and intraday liquidity stress. We evaluate the effectiveness of policy interventions used to 

stabilize markets at mitigating cyber vulnerability. We argue that cyber and other financial shocks cannot 

be treated as uncorrelated vulnerabilities and policy solutions for cyber need to be calibrated for adverse 

financial conditions. 
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1 Introduction

Much attention has been paid to the way in which cyber risk may be amplified by the
financial system (e.g. Duffie and Younger, 2019; Kashyap and Wetherilt, 2019; Aldasoro
et al., 2020a). Existing work tends to treat cyber incidents and financial conditions as in-
dependent factors, or only considers how cyber incidents may negatively affect financial
conditions. In this paper, we explore how systemic cyber risk varies over the financial cy-
cle, and in particular, whether cyber should be viewed as uncorrelated to other financial
vulnerabilities. In other words, when it rains and negative shocks lead to financial market
dislocations, does it also pour by increasing the systemic vulnerability to a cyber attack?

We find that cyber risk changes with financial conditions, and thus expand our un-
derstanding of the systemic implications of cyber risk on two key dimensions. First, at an
individual financial institution level, our paper provides an explicit framework to under-
stand and quantify the implications of an attack over the financial cycle, as well as assess
options to increase resiliency. Second, our analysis sheds light on externalities across fi-
nancial institutions in financial stress. Given that individual institutions are unlikely to
internalize externalities associated with shoring up defenses, we estimate that the cyber
vulnerability of the financial systemwill likely be amplified when financial conditions are
adverse.

If cyber risk and its amplifications are unrelated to financial risks, financial institutions
may gravitate towards considering modal outcomes in order to estimate potential costs.
This would place cyber riskwith other forms of operational risk unrelated to financial con-
ditions, such as severe weather. However, if cyber risk and its systemic spillovers co-move
with financial risks, then cyber resilience should be calibrated to a stressed environment.
To the extent that the likelihood of government intervention is higher at a time of financial
stress, this may present a further wedge between an individual firm’s cost of cyber risk
and the societal cost of a significant cyber event.

In this paper we examine how the consequences of a cyber attack evolve over the finan-
cial cycle, and in particular, during periods of financial stress. We begin with cyber risk,
the risk of loss from computer systems and digital technologies (Brando et al., 2022; Curti
et al., 2023). This loss could arise from any of a number of attackmethods, including denial
of service (DoS) attacks, whereby a firm’s website access is impaired, ransomware attacks,
whereby an attacker prevent access to data and/or systems, and firm email compromise
for fraudulent requests, all of which were identified by the Financial Services Information
Sharing and Analysis Center (FS-ISAC) as potential threats.1 Another method by which

1See https://www.fsisac.com/hubfs/NavigatingCyber-2023/NavigatingCyber2023-Final.pdf
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a cyber attack could affect the financial system is through an attack on components in
the financial supply chain such as to key service providers, for example as seen in the
2023 attack on ION Markets which affected some customers’ ability to book and process
derivatives trades.

We find that the systemic consequences of a successful cyber attack are higher at times
whenmarkets aremore volatile andwhenfinancial intermediary balance sheets are strained.
The onset of the Covid-19 pandemic in March 2020 offers a unique opportunity to study
how cyber vulnerability is affected by financial markets volatility, because the shock is
unrelated to financial institutions’ business models. This period is also unique because it
marks the first economic downturn since the global financial crisis, and the first episode
of extreme market turmoil in an ample reserves regime.2 The increased market volatility
brought upon by the pandemic shock is also plausibly exogenous to the underlying cyber
environment. Further, the episode is instructive with respect to the importance of techno-
logical access and resiliency, as many financial institutions shifted to working from home,
and have potentially increased the points at which cyber vulnerabilities can be exploited.

In order to estimate the impact of a cyber attack we adapt the methodology of Eisen-
bach, Kovner, and Lee (2022, hereafter EKL), using a scenario based approach to evaluate
financial stability risks of cyber attacks amplified through the Fedwire Funds wholesale
payment network. To date, there has not been a cyber event with truly systemic conse-
quences on the U.S. financial system. In the absence of actual examples, the wholesale
payment network is a natural setting to study cyber vulnerabilities in a financial system.
Wholesale payment activity is intimately linked to broad financial system activity, pro-
vides a holistic view of liquidity flows between key financial institutions, and offers high-
frequency information on aggregate and institution-level liquidity stress. In this approach,
we assume that an attack has occurred and then calculate the likely transmission of that
attack to other participants in the U.S. financial system, thus quantifying the systemic ex-
ternalities. Subsequent studies have applied the EKLmethodology in other countries (e.g.
Kosse and Lu, 2022) and confirmed that key dynamics implied by themethodology played
out in an actual cyber attack on a U.S. financial service provider (Kotidis and Schreft,
2022).

March 2020 was marked by sudden severe stress across asset classes and global finan-
cial markets (e.g. Federal Reserve Board, 2020; Haddad, Moreira, and Muir, 2021). We
show that wholesale payment activity increased along with financial market volatility,
became more concentrated, and showed signs of intraday liquidity stress. The financial

2Under the ample reserves regime, the aggregate quantity of reserves is intended to be above what is
needed for payment purposes, at least during normal times (e.g Logan, 2020).
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market stresses in this time period were unusually large, and the speed of the market
reaction as well as the global coordination of the financial market deterioration were un-
precedented. However, we show that the three indicators of cyber vulnerability observed
during this episode are generalizable features of financial market stresses. In particular,
we find that the relationship between strains in wholesale payment activity and market
uncertainty is a robust feature of the past two decades.

We find that cyber vulnerability, defined as the likely amplification through the inter-
ruption of payments flows, was elevated in late February and early March 2020, with the
average impact of a cyber attack on one of the largest five banks about 50% greater than the
impact of an attack would have been in the rest of 2020. In scenarios where banks hoard
liquidity in response to irregular payment flows, forgone payment activity in March 2020
is nearly three times greater than levels outside of March, implying that an attack at a time
when financial markets are dislocated would be particularly painful. This additional im-
pact from hoarding emphasizes the way in which externalities could be further amplified
by the U.S. payments system’s strategic complementaries.3 Further, we find that delayed
recovery from an attack can significantly increase system-level impact: The liquidity short-
fall of other banks in the system jumps from $160 billion to roughly $1.5 trillion if an attack
lasts for five days instead of one.4

Increasing digitization is accompanied by increasing cyber risk which unconditionally
raises financial stability risks. While there is substantial technical literature on cyber de-
fenses and documenting attacks, this paper abstracts from consideration of the intensity
or probability of an attack. That said, it is worth noting that cyber attacks in pursuit of
geopolitical goals may coincide with financial volatility, for example as when Russia in-
vaded Ukraine in 2022. To the extent that we document that there is more amplification
when financial markets are also stressed, geopolitically motivated attacks timed for max-
imum damage would also become more likely. In the case of a shock arising from geopo-
litical conflict, accompanying cyber warfare can be destabilizing.

The March 2020 period showed both increasing potential amplification from a cyber
attack and increasing financial market volatility, offering a window for a cyber attack to
inflict significant damage. However, we find that official sector interventions to stabilize
markets had a mitigating effect on cyber vulnerability, with a decline in hypothetical net-
work impact that starts in the second week of March. This timing corresponds to large

3For example, Afonso et al. (2022) find that persistent evidence of intraday strategic payment delays even
in normal times.

4See Chen et al. (2020), who find strong evidence that payment disruptions could have long-term eco-
nomic consequences.
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liquidity injections by the Federal Reserve. Intuitively, as banks accumulate more liquid-
ity through reserves, they are better able to withstand the unexpected losses in liquidity
triggered by a cyber attack on a counterparty. This conclusion, however, may underesti-
mate the impact onmarkets should a cyber attack impair the trading books and records of
a bank and delay or create uncertainty regarding settlement. Specifically, given the signif-
icant amount of market transactions cleared and settled within bank holding companies,
an attack on a bank holding company with a high concentration of market participants’
accounts would directly impact financial market functioning.

These results generalize to other periods of heightened uncertainty. We document that
the systemic consequences of a cyber attack rise due to the increased exposure of finan-
cial intermediaries and financial market utilities to reliably process transactions in times
of increased financial market volatility. In 2020, wholesale payment activity showed a re-
markable correlation with the VIX, with a correlation of 0.72 at the daily frequency. This
relation holds generally — we document a strong pattern of heightened payment activity
in periods of high uncertainty over the past two decades, with a 10-point increase in the
VIX corresponding to an increase in payments by about $70 billion per day.

Our paper contributes to a broad literature that studies macroeconomic risks originat-
ing from cyber risk. A common theme is the propagation of shocks through interconnected
and interdependent systems. These connections can arise through supply chain linkages
(Crosignani et al., 2021), or through critical service providers, utilities, and technology
infrastructure (Welburn and Strong, 2022). Our study examines this in the context of the
financial system, using the complete payments network, which offers a unique andholistic
view of full connections in the financial system. Our findings on interactions with finan-
cial conditions are likely to generalize to a broader set of industries with interconnections
that lend themselves to become increasingly concentrated in times of volatility. Our results
have important implications for firms thinking about how tomanage both their own cyber
risk and the risk of spillovers from other firms.

An important and growing literature studies the financial and economic consequences
of cyber risk. While cyber risk is generally recognized by both industry, policy makers,
and academics as a significant risk (Brando et al., 2022), there has not been systemic event
triggered from a cyber attack as of date. Consequently, ex-post estimates on the cost of cy-
ber risk based on historical cyber incidences have been relatively limited, albeit larger for
the financial sector (e.g. Aldasoro et al., 2020a). Researchers have studied the frequency of
cyber attacks and how they may be mitigated by bank lending (e.g. Aldasoro et al., 2020b;
Crosignani et al., 2021). To overcome this problem, studies have estimated cyber risk by
examining scenarios (e.g. Duffie and Younger, 2019, and EKL). A notable exception is
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Aldasoro et al. (2020b), which examined how operational costs, including cyber-related
costs, changed for financial institutions around the global financial crisis. Our paper ad-
dresses a gap in the literature by explicitly studying how systemic cyber vulnerability
evolves with the financial cycle. We reaffirm the issue of collective defense against cyber
risk illustrated by Anand et al. (2022), and demonstrate the feedback loop between cyber
risk and financial conditions that becomes particularly acute during times of high market
stress.

The paper proceeds as follows. Section 2 shows the effects of market stress on pay-
ment activity in early 2020 and the past two decades more broadly. Section 3 applies cyber
scenarios to understand the vulnerabilities during adverse market conditions. Section 4
discusses the mitigating effects of policy responses and Section 5 concludes.

2 Wholesale payment activity and market uncertainty

Wedocument several patterns inwholesale payment activity during adverse financial con-
ditions that relate to the amplification channels of cyber risk. We make use of confidential
data on payments sent through Fedwire Funds Service (“Fedwire”), the U.S. wholesale
payment system operated by the Federal Reserve which provides detailed information on
the accounts and flows between a diverse set of financial institutions.

2.1 Patterns in early 2020

We first illustrate each pattern during the beginning of 2020 and then show with regres-
sions that the patterns hold over a longer sample period using data back through 1997 to
2020.

Level of payment activity. In March 2020, market volatility indices peaked, with the
CBOE Volatility Index (VIX) reaching its all-time high of 82.69, above the previous high
reached during the financial crisis of 2007–09. Correspondingly, trading volumes were
exceptionally high across various markets. Because Fedwire supports the settlement of
large-value transactions and trading volumes tend to increase in times of high market
uncertainty,we expect a positive relation betweenmarket uncertainty andpayment system
activity. This iswhatwe see in Figure 1, which shows the daily aggregate Fedwire payment
value and the VIX in FebruaryMarch and April 2020. Over the full year of 2020, aggregate
Fedwire payment value is highly correlatedwith the VIX,with a correlation of 0.72 at daily
frequency. From February to April 2020, during the time in which market stress is most
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Table 1:Wholesale payment activity andmarket uncertainty. The table shows linear regres-
sions of aggregate Fedwire payment value, the top-5 banks’ share of payment value and the
time by which 90% of payment value is sent on the VIX and aggregate reserves. All variables
are averaged from daily to monthly frequency and all regressions include year fixed effects.
Heteroskedasticity-consistent standard errors are reported in parentheses. Sample is April
1997 to December 2020.

(1) (2) (3)
Agg. payments Top-5 share Time 90th pctl.

VIX 0.0069∗∗∗ 0.0529∗∗∗ 0.1787∗∗∗
(0.0026) (0.0150) (0.0425)

Agg. reserves 0.1617∗ -1.5744∗∗∗ -5.5857∗∗∗
(0.0867) (0.4134) (1.4650)

Year FEs Yes Yes Yes
Observations 285 285 285
Adj. within-R2 0.157 0.068 0.164

rains, it pours, as financial market uncertainty is associated with cyber vulnerabilities in
the payment system.

3 Cyber vulnerability during adverse market conditions

We adopt the cyber scenario approach used in EKL in a form modified for the analysis
of adverse market conditions in 2020 in order to gain more insights into the impact of
financial uncertaingy on vulnerability to a cyber attack. All our scenarios assume that a
cyber attack compromises the normal functioning of a targeted institution’s systems such
that it is unable to send any payments from the beginning of a Fedwire day. The scenarios
we employ vary in terms of (i) the target institution, (ii) the reaction function of other
banks, and (iii) the time it takes to recover.

The scenarios are meant to represent attacks that affect the availability or integrity of
the attacked institution’s systems or data. For example, a cyber attackmay impair the avail-
ability of relevant data or communication systems of an institution, or may compromise
the integrity of its operations either by manipulating or corrupting the data. In both in-
stances, the attacked institution’s ability or willingness to perform large-value payments
would be stifled, as assumed by our scenarios.

While the target institution is assumed to be unable to send any payments, the insti-
tution is still able to receive payments due to the institutional features of Fedwire, where

10



payments are actualized when Fedwire receives a payment request from the sender. The
balance in an institution’s reserve account thus increases with incoming payments, even
if the institution is unable to observe or interact with the Fedwire network due to a cyber
incident. For the duration of the impairment, an attacked institution soaks up liquidity
without releasing payments, restricting the flow of liquidity — a problem which was ob-
served following the attacks on September 11, 2001 (Lacker, 2004). Our scenarios therefore
calculate counterfactual end-of-day reserve balances for all institutions, i.e. what their liq-
uidity position would have been if they had not received any payments from the attacked
institution and had responded as specified by their reaction function.

Evaluating the severity of a cyber event requires pinning down conditions underwhich
the liquidity positions of other banks, which are not directly attacked, should be consid-
ered asmaterially impaired.Our scenarios for an attack onday t consider a bank i impaired
if its counterfactual end-of-day reserve balance ri

t is more than two standard deviations be-
low the bank’s historical average reserve balance. Specifically, we calculate a time-varying
threshold bi

t given by
bi

t = r̄i
t −

2σi
ref

r̄i
ref

r̄i
t,

where r̄i
t is the trailing 30-day average reserve balance of bank i on day t, and σi

ref and
r̄i
ref are the trailing 30-day standard deviation and average of bank i’s reserve balance at a
reference date. Here, r̄i

t is meant to capture a time-varying target reserve balance of bank i,
and the ratio 2σi

ref/r̄i
ref represents a liquidity buffer ratio of two standard deviations during

normal times. We therefore set the reference date to February 19, the point at which the
VIX begins to rise but results are robust to choosing a different reference date. Because the
effective liquidity buffer scales with the trailing average balance, the threshold adjusts to
the changing quantity of reserves observed in the latter part of the sample. Results are not
sensitive to the details of the impairment threshold.5

3.1 Baseline scenario

The baseline scenario examines the impact of an attack on a single top-5 bank, assum-
ing no reaction by other banks and focusing only on the first day. Figure 5 summarizes

5The threshold differs in two ways from that used in EKL, which is given by bi
t = r̄i

t − 2σi
t , where σi

t
represents the standard deviation in the past 30-day reserve balance of bank i at time t. First, a reference
date is used to pin down the buffer for all dates. This is because the variation in end-of-day balance during
a period of severe market turmoil is unlikely to reflect a bank’s tolerance toward reserve volatility but rather
reflects intraday liquidity stress. Second, the buffer is taken to be proportional to the trailing average balance
at time t, to account for changes in the quantity of reserves held by banks.
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Indeed, in an environment with abundant reserves, the potential for a cyber attack to
have broader systemic impact is dramatically reduced by somemeasures. For one, the sig-
nificant increase in aggregate reserves contributed to a lower average impact in the post-
March period. From an ex-ante standpoint, operating under an abundant reserves regime
can improve the resiliency of the system to illiquidity episodes caused by a cyber event.
Another potential benefit of an abundant reserve environment is lowering the propensity
for banks to strategically hoard liquidity in response to abnormal payment activity result-
ing from a cyber event. From an ex-post standpoint, offering easy access to emergency
liquidity to banks experiencing short-term shortages reduce the risk of coordination fail-
ure and of transmission to other counterparties and markets.

The provision of liquidity is an effective, if blunt solution to improving resiliency to
systemic cyber risk. However, as shown in the multi-day scenario analysis, a cyber event
that goes unresolved for an extended period of time can require extraordinary levels of
emergency liquidity injections (Figure 9). Although the discount window could, in prin-
ciple, facilitate short-term access to liquidity, the levels required could quickly exceed per-
missible amounts based on impaired banks’ unencumbered collateral. Furthermore, the
multi-day scenario does not account for run-like behavior in other financial markets. The
failure to remedy the operational issues sprouting from a cyber event could trigger finan-
cial instability across markets.

Another potential policy response involves directly addressing payment disruptions
by using an emergency payment processor that can make payments on behalf of a bank
directly impaired by an attack.9 This form of response, which targets the root of the opera-
tional issue, has the advantage of containing the impact to those directly affected by a cyber
event, and can reduce the set of counterparties with whom regulators must coordinate to
maintain normal functioning. In addition, it has a stabilizing effect on the wholesale pay-
ment system by negating potential spillovers to other banks, thereby reducing the scope
for coordination failures among other banks.

Implementation could involve a combination of an emergency payment processing sys-
tem and a latent data back-up system for key institutions of the network, e.g., in the spirit
of ShelteredHarbor.10 When activated, clients of the impaired institution could be granted
access to submit payment requests directly to the payment processing system. The data
back-up system could be used to identify clients and assist the impaired institution in

9Although Fedwire can facilitate emergency payments for banks experiencing operational issues, only a
set of prioritized payments can be processed in a timely manner.

10Sheltered Harbor is a not-for-profit industry-led initiative to have institutions regularly back up crit-
ical customer account data in a standardized format in case of an operational outage (https://www.
shelteredharbor.org/)
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authorizing payments. A related proposal put forth by Duffie and Younger (2019) rec-
ommends a standby narrow payment-bank utility that provides emergency payment pro-
cessing services to critical non-bank financial institutions during operational emergencies.
At heart, the goal would be to develop operational redundancies for the broader financial
system that would be activated only in emergency situations.

The two forms of policy responses, the emergency provision of liquidity and of oper-
ational support, are complements. An abundance in aggregate reserves and accessibility
to emergency liquidity can increase general resiliency to short-term cyber disruptions. For
severe cyber incidents involving longer durations of recovery and for those involving key
institutions of the network, an emergency payment system could be more efficient and ef-
fective at ensuring thatmarkets function as usual, in parallelwith the process of recovering
an affected institution’s operations.

To the extent that the payments proxy for financial transactions and that consumers
and businesses would be reluctant to engage in those transactions with a bank impaired
by a cyber attack, reserves and payment solutions may not have the same ameliorative
effect. For example, if an impaired bank is a lender and cannot access books and records
to authorize funds, payments may not be able to be made. While liquidity would not be
the key source of amplification, it is possible that financial and real transactions would be
hampered even if the payments issues were solved.

5 Conclusion

Recent events demonstrate that cyber and financial stress may also be driven by a com-
mon third factor. Notably, geopolitical conflict can increase financial market volatility, and
simultaneously increase the likelihood of cyber warfare. The Russian invasion of Ukraine
at the end of February 2022 is a case in point, both negatively impacting financial markets
and raising the threat level of cyber risk. In this paper, we show that the financial system is
particularly vulnerable to cyber attacks when uncertainty is high and prices are changing
rapidly. This increase in vulnerability arises from the increase in payments volumes that
accompany increased trading, as well as through the concentration of high dollar value
payments among a relatively small set of systemically important banks. However, cyber
attacks, in contrast to other forms of operational risk, may involve a strategic actor who
times attacks to coincide with a period of financial stress. In such scenario, both financial
amplifications conditional on a successful attack and the conditional likelihood of a cyber
attack may rise with adverse financial conditions.
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When considering policy responses, the optimal response to a malicious cyber attack
may be very different, however, as the system must be resilient to the potentially higher
amount of liquidity required in a situation with financial market volatility. Measures such
as asset purchases may result in the increased reserves which can help to buffer these
shocks.Wenote, however, that standard financial stability tools could be complemented by
surgical policy tools specifically aimed at resolving cyber-related disruptions. The design
and implementation of possible tools is an important question to be addressed by future
work.
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