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Abstract 

Beta-sorted portfolios—portfolios comprised of assets with similar covariation to selected risk factors—

are a popular tool in empirical finance to analyze models of (conditional) expected returns. Despite their 

widespread use, little is known of their statistical properties in contrast to comparable procedures such as 

two-pass regressions. We formally investigate the properties of beta-sorted portfolio returns by casting the 

procedure as a two-step nonparametric estimator with a nonparametric first step and a beta-adaptive 

portfolios construction. Our framework rationalizes the well-known estimation algorithm with precise 

economic and statistical assumptions on the general data generating process. We provide conditions that 

ensure consistency and asymptotic normality along with new uniform inference procedures allowing for 

uncertainty quantification and general hypothesis testing for financial applications. We show that the rate 

of convergence of the estimator is non-uniform and depends on the beta value of interest. We also show 

that the widely used Fama-MacBeth variance estimator is asymptotically valid but is conservative in 

general and can be very conservative in empirically relevant settings. We propose a new variance 

estimator, which is always consistent and provide an empirical implementation which produces valid 

inference. In our empirical application we introduce a novel risk factor—a measure of the business credit 

cycle—and show that it is strongly predictive of both the cross-section and time-series behavior of U.S. 

stock returns. 

 

JEL classification: C12, C14, G12 

Key words: beta pricing models, portfolio sorting, nonparametric estimation, partitioning, kernel 

regression, smoothly varying coefficients 

 
 
 
 
 

 

 

_________________ 

 

Crump: Federal Reserve Bank of New York (email: richard.crump@ny.frb.org). Cattaneo: Princeton 

University (email: cattaneo@princeton.edu). Wang: University of York (email: 

weining.wang@york.ac.uk). The authors thank Nina Boyarchenko, Fernando Duarte, and Olivier Scaillet 

and participants at various seminars, workshops, and conferences for helpful comments and discussions. 

Cattaneo gratefully acknowledges financial support from the National Science Foundation (SES-1947662 

and SES-2241575). Wang’s research is partially supported by the ESRC (Grant Reference: 

ES/T01573X/1). 

 

This paper presents preliminary findings and is being distributed to economists and other interested 

readers solely to stimulate discussion and elicit comments. The views expressed in this paper are those of 

the author(s) and do not necessarily reflect the position of the Federal Reserve Bank of New York or the 

Federal Reserve System. Any errors or omissions are the responsibility of the author(s) 

To view the authors’ disclosure statements, visit 
https://www.newyorkfed.org/research/staff_reports/sr1068.html. 



1 Introduction

Deconstructing expected returns into idiosyncratic factor loadings and corresponding prices of risk

for interpretable factors is an evergreen pursuit in the empirical finance literature. When factors

are observable, there are two workhorse approaches that continue to enjoy widespread use. The

first approach, Fama-MacBeth two-pass regressions, have been extensively studied in the financial

econometrics literature.1 The second approach, which we refer to as beta-sorted portfolios, has

received scant attention in the econometrics literature despite its empirical popularity.2

Beta-sorted portfolios are commonly characterized by the following two-step procedure, which

incorporates beta-adaptive portfolios construction. In a first step, time-varying risk factor exposures

are estimated through (backwards-looking) weighted time-series regressions of asset returns on the

observed factors. The most popular implementation uses rolling window regressions, often with

a choice of a five-year window. In a second step, the estimated factor exposures, based on data

up to the previous period, are ordered and used to group assets into portfolios. These portfolios

then represent assets with a similar degree of exposure to the risk factors, and the degree of

return differential for differently exposed assets is used to assess the compensation for bearing this

common risk. Most frequently this is achieved by differencing the portfolio returns from the two

most extreme portfolios. Finally, an average over time of these return differentials is taken to infer

whether the risk is priced unconditionally—whether the portfolio earns systematic (and significant)

excess returns. Notwithstanding the simple and intuitive nature of the methodology, little is known

of the formal properties of this estimator and its associated inference procedures.

We provide a comprehensive framework to study the economic and statistical properties of beta-

sorted portfolios. We first translate the two-step estimation algorithm with beta-adaptive portfolio

construction into a corresponding statistical model. We show that the model has key features

which are important to consider for valid interpretation of the empirical results. For example, in
1See, for example, Jagannathan and Wang (1998), Chen and Kan (2004), Shanken and Zhou (2007), Kleibergen

(2009), Ang, Liu, and Schwarz (2020), Gospodinov, Kan, and Robotti (2014), Adrian, Crump, and Moench (2015),
Bai and Zhou (2015), Bryzgalova (2015), Gagliardini, Ossola, and Scaillet (2016), Chordia, Goyal, and Shanken
(2017), Kleibergen, Lingwei, and Zhan (2019), Raponi, Robotti, and Zaffaroni (2020), Giglio and Xiu (2021) and
many others. For a recent survey, see Gagliardini, Ossola, and Scaillet (2020).

2The empirical literature using beta-sorted portfolios is extensive. For a textbook treatment, see Bali, Engle, and
Murray (2016), and for a few recent papers see, for example, Boons, Duarte, De Roon, and Szymanowska (2020),
Chen, Han, and Pan (2021), Eisdorfer, Froot, Ozik, and Sadka (2021), Goldberg and Nozawa (2021), and Fan,
Londono, and Xiao (2022).
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this setup, no-arbitrage conditions are not imposed and instead imply testable hypotheses. Within

this framework, we introduce general sampling assumptions allowing for smoothly-varying factor

loadings, persistent (possibly nonstationary) factors, and conditional heteroskedasticity across time

and assets. We then study the asymptotic properties of the beta-sorted portfolio estimator and

associated test statistics in settings with large cross-sectional and time-series sample sizes (i.e.,

n, T →∞).

We provide a host of new methodological and theoretical results. First, we introduce conditions

that ensure consistency and asymptotic normality of the full-sample estimator of average expected

returns. Importantly, we characterize precise conditions on the bandwidth sequence of the first-

stage kernel regression estimator, h, and the number of portfolios, J , relative to growth in n and

T . We show that the rate of convergence of the estimator depends on the value of beta that is

chosen. For beta values closer to zero the rate of convergence is faster and is slower otherwise;

in fact, for values of beta away from zero we show that the rate of convergence of the estimator

is only
√
T , despite an effective sample size of the order nT , reflecting specific properties of the

setting of interest. However, we also show that certain features of average expected returns such

as the discrete second derivative—which represents a butterfly spread trade—can be estimated

with higher precision through faster rates of convergence for all values of beta, namely,
√
nT/J

for a single risk factor. This result also accommodates more powerful tests for testing the null

hypothesis of no-arbitrage. Finally, we also provide novel results on uniform inference for the

beta-sorted portfolio estimator for both a single period and the grand mean. This facilitates the

construction of uniform confidence bands which allows for inference on a variety of hypotheses of

interest such as monotonicity or inference on maximum-return trading strategies.

We also uncover some limitations of current empirical practice employing beta-sorted portfolios

methodology. First, as with all nonparametric estimators, the choice of tuning parameters, h

and J , are key to successful performance and are dependent on the sample sizes n and T . In

contrast, empirical practice often chooses window length in the first step and total portfolios in the

second step irrespective of the sample size at hand. Second, we show that the widely-used Fama and

MacBeth (1973) variance estimator, is not consistent in general but only when conditional expected

returns are constant over time for a fixed beta. However, we show that the Fama-MacBeth variance

estimator still leads to valid, albeit possibly conservative, inferences. Unfortunately, in empirically-

2



relevant settings it appears that the Fama-MacBeth variance estimator can be very conservative.

To address this limitation, we propose a new variance estimator which is always consistent and

provide an empirical implementation which produces valid inference. In our empirical application

we show that our new variance estimator provides much sharper inference than the Fama-MacBeth

variance estimator. We also show that differential returns for a single time period, often used as

inputs for assessing the time-series properties of conditional expected returns, are contaminated by

an additional term when risk factors are serially correlated.

From a theoretical perspective, beta-sorted portfolios present a number of technical challenges

originating from the two-step estimation algorithm with beta-adaptive portfolio construction, since

it relies on two nested nonparametric estimation steps together with a portfolio construction based

on a first-step nonparametric generated regressor. More precisely, the first-stage nonparametrically

estimated factor loadings enter directly into the (non-smooth) partitioning scheme further compli-

cating the analysis.3 To our knowledge, we are the first to prove validity of such an approach.

This paper is most related to the large literature studying asset pricing models with observ-

able factors.4 Given our focus on conditional asset pricing models with large panels in both the

cross-section and time-series dimension, this paper is most closely related to Gagliardini, Ossola,

and Scaillet (2016) (see also Gagliardini, Ossola, and Scaillet, 2020). Gagliardini, Ossola, and

Scaillet (2016) introduce a general framework and econometric methodology for inference in large-

dimensional conditional factors under no-arbitrage restrictions. They allow for risk exposures, which

are parametric functions of observable variables and provide conditions to consistently estimate,

and conduct inference on the prices of risk. Although the statistical model under study shares im-

portant similarities with the setup of Gagliardini, Ossola, and Scaillet (2016), there are substantial

differences, and the models explored previously in the literature do not nest our setup. For example,

the classical beta-sorted portfolio estimator implies a data-generating process that does not (nec-
3For analysis of partitioning-based nonparametric estimators see Cattaneo, Farrell, and Feng (2020) and references

therein. Partitioning-based estimators with random basis functions have been recently studied in Cattaneo, Crump,
Farrell, and Schaumburg (2020) and Cattaneo, Crump, Farrell, and Feng (2022), but in those papers the conditing
variables are observed, while here the conditioning variable is generated using a preliminary time-series smoothly-
varying coefficients nonparametric regression, and therefore prior results are not applicable to the settings considered
herein.

4See, for example, Goyal (2012), Nagel (2013), Gospodinov and Robotti (2013), or Gagliardini, Ossola, and Scaillet
(2020) for surveys. A related literature endeavors to jointly estimate factor loadings and latent risk factors. See,
for example, Connor and Linton (2007), Connor, Hagmann, and Linton (2012), Fan, Liao, and Wang (2016), Kelly,
Pruitt, and Su (2019), Connor, Li, and Linton (2021), and Fan, Ke, Liao, and Neuhierl (2022), among others.
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essarily) exclude arbitrage opportunities and supposes risk exposures which are smoothly-varying.

Furthermore, we show that valid estimation and inference can be achieved without requiring an

assumption of the functional form of the conditional expectation of the risk factors. See Section 2

for more details.

Our paper is also related to the financial econometrics literature on nonparametric estimation

and inference. In particular, the two steps of the beta-sorted portfolio algorithm align individually

with Ang and Kristensen (2012), who study kernel regression estimators of time-varying alphas

and betas, and Cattaneo, Crump, Farrell, and Schaumburg (2020) who study portfolio sorting

estimators given observed individual characteristic variables. However, the linkage between the two

steps, including the role of the generated (nonparametrically estimated) regressor in the second-

stage nonparametric partitioning estimator has not been studied before. Finally, our paper is also

related to Raponi, Robotti, and Zaffaroni (2020) who study estimation and inference of the ex-post

risk premia. In analogy, we show that estimation and inference in our general setting are sensitive

to the specific object of interest chosen. For example, we show that a faster convergence rate of

the estimator can be obtained by centering at realized systematic returns rather than conditional

expected returns. See Section 4 for more details.

In our empirical application we introduce a novel risk factor – a measure of the business credit

cycle – and show that it is strongly predictive of both the cross-section and time-series behavior of

U.S. stock returns. Moreover, we show the effectiveness of our new variance estimator as inference

is much sharper relative to the Fama-MacBeth variance estimator.

This paper is organized as follows. In Section 2, we introduce our general data-generating

process and show how it rationalizes the two-step algorithm used to construct beta-sorted portfolios.

In Section 3, we study the theoretical properties of the first-step estimators of the time-varying

risk factor exposures. Using these results, in Section 4 we establish the theoretical properties

of the second-step nonparametric estimator. To facilitate feasible inference, Section 5 introduces

pointwise and uniform inference procedures for the grand-mean estimator including characterizing

the properties of the commonly-used Fama-MacBeth variance estimator. Section 6 presents an

empirical application, and Section 7 concludes. Detailed assumptions and proofs of the results are

relegated to a Supplemental Appendix (hereafter, SA).
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Notation and conventions

It is useful to introduce the following notation. For a constant k ∈ N and a vector v = (v1, . . . , vd)> ∈

Rd, we denote |v|k = (
∑d
i=1 |vi|k)1/k, |v| = |v|2 and |v|∞ = maxi≤d |vi|. For a matrix A =

(aij)1≤i≤m,1≤j≤n, we define the spectral norm |A|2 = max|v|=1 |Av|, the max norm |A|max =

max1≤i≤m,1≤j≤n |ai,j |, |A|1 = max1≤j≤n
∑m
i=1 ai,j , and |A|∞ = max1≤i≤m

∑n
j=1 ai,j . For a func-

tion f, we denote |f |∞ = supx∈X |f(x)|, where X denotes the support. We set (an : n ≥ 1) and

(bn : n ≥ 1) to be positive number sequences. We write an = O(bn) or an . bn (resp. an � bn)

if there exists a positive constant C such that an/bn ≤ C (resp. 1/C ≤ an/bn ≤ C) for all large

n, and we denote an = o(bn) (resp. an ∼ bn), if an/bn → 0 (resp. an/bn → C). Limits are

taken as n, T → ∞ unless otherwise stated explicitly. plimXn = X means that Xn →P X. →L

denotes convergence in law. Define Xn = OP(an) : limn→∞P(|Xn| ≥ δεan) → 0 ∀ε > 0. Define

Xn = oP(an) : ∀ε, δ > 0 ∃Nε,δ such that P(|Xn| ≥ δan) ≤ ε ∀n > Nε,δ. Let Xn .P an means

Xn = OP(an).

2 Model setup

We introduce a general statistical model of asset returns and show how the proposed model naturally

aligns with the two steps that comprise the beta-sorted portfolio algorithm. We discuss the relevant

properties of the model especially with respect to the potential presence of arbitrage opportunities.

2.1 Modeling returns

Let Rit denote the return of asset i at time t.5 We assume that asset returns are generated by the

linear stochastic coefficient model,

Rit = αit + β>it ft + εit, i = 1, · · · , nt, t = 1, · · · , T, (2.1)

where αit ∈ R and βit ∈ Rd (d ≥ 1) are random coefficients which are measurable to a filtration

based on the past information, ft is a vector of observable risk factors, and εit is an idiosyncratic
5Throughout we will assume that Rit represent excess returns. In the case when Rit represent raw returns then

µt(0) may be interpreted as the zero-beta rate at time t.
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error term.6 We allow for an unbalanced panel, but assume that n ≤ nt ≤ nu and n � nu, so that

each cross-section contributes to the asymptotic properties of the estimator.

We define the filtration Fn,T,t−1 = σ((αit)nt,ti=1,t=1, (βit)
nt,t
i=1,t=1, (ft)

t−1
t=1, (εit)

nt,t−1
i=1,t=1). Hereafter, we

suppress the n and T as in Fn,T,t−1 and denote it as Ft−1 for simplicity of notation. We define an-

other cross-sectional invariant filtration Gt−1. Suppose that βit = Gβ(ηi, g1, · · · , gt−1, f1, · · · , ft−1, ωit),

where ηi is independent and identically distributed (i.i.d.) over i, gt are i.i.d. factors over t, and ωit

are i.i.d. over t and i. Then, the cross-section invariant sigma field is Gt = σ(f1, · · · , ft, g1, · · · , gt).

This setup may appear restrictive but is in fact general: we can always increase the dimension of the

random variables entering the sigma field to accommodate more complex designs. Consequently,

without loss of generality, we assume E(ft|Gt−1) = E(ft|Ft−1).

To obtain the structural form of our model, we denote µt(β) as the conditional expected return

of an asset with risk exposure β. Thus,

E(Rit|Ft−1) = µt(βit), (2.2)

so that using equation (2.1) we have,

µt(βit) = αit + β>itE(ft|Ft−1). (2.3)

Finally, combining equations (2.1) and (2.3), we obtain the structural form

Rit = µt(βit) + β>it (ft − E[ft|Ft−1]) + εit. (2.4)

To distinguish conditional expected returns, µt(βit), from systematic realized returns, we define

Mt(βit) = µt(βit) + β>it (ft − E[ft|Ft−1]) = αit + β>it ft

to represent the latter object.

Equation (2.4) may be compared to the standard beta pricing model (e.g., Cochrane, 2005,

Chapter 12) and generalizations thereof (e.g., Cochrane, 1996; Adrian, Crump, and Moench, 2015;
6For an alternative example of a random coefficient model tailored to a financial application, see Barras, Gagliar-

dini, and Scaillet (2022).
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Gagliardini, Ossola, and Scaillet, 2016). The most noteworthy difference between equation (2.4) is

the presence of the (possibly) nonlinear, time-varying function µt (βit). When Rit represent excess

returns then the no-arbitrage restriction implies that µt (βit) = β>itλt for some λt (Gagliardini,

Ossola, and Scaillet, 2016). Our model nests, but does not require, the imposition of the absence

of arbitrage opportunities so that

Rit = µt(βit) + β>it (ft − E[ft|Ft−1]) + εit,

=
(
µt(βit)− β>itλt)︸ ︷︷ ︸

deviation from no-arbitrage

+ β>itλt + β>it (ft − E[ft|Ft−1]) + εit.

The presence of this additional term representing the deviation from no-arbitrage restrictions can be

motivated by appealing to structural models which feature violations of the law of one price. Such

a setup as in equation (2.4) could arise, for example, in the margin-constraints model of Garleanu

and Pedersen (2011) under the assumption that the security’s margin is a nonlinear function of its

past beta.

To see why equation (2.4) rationalizes the beta-sorted portfolio algorithm, consider the two

steps in the case when d = 1.

Step 1: Estimation of αit and βit. For each individual asset, we calculate the local constant

estimator for αit and βit as,

(
α̂it0 , β̂it0

)>
=
( t0−1∑
t=1

K((t− t0)/(Th))XtX
>
t

)−1( t0−1∑
t=1

K((t− t0)/(Th))XtRit
)
, (2.5)

where Xt = (1, ft)>, K(·) is a kernel function and h a positive bandwidth determining the length

of the rolling window. This construction purposely does not have “look-ahead bias”; moreover,

the estimators α̂it0 and β̂it0 do not use data from time t0 in their construction (a “leave-one-out”

estimator). This estimation of the time-varying random coefficients can be interpreted as a kernel

regression of equation (2.1) for each cross-section unit. When K(·) takes on a constant value for

the most recent prior H time periods, and zero otherwise, we obtain the familiar rolling window

regression estimator with window size H. �
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Step 2: Sorting portfolios using estimated βit. To see that this comprises cross-sectional

nonparametric estimation observe that, for fixed t, Equation (2.2) is the conditional mean of in-

terest.7 We define B =[βl, βu] as the support of the possible realizations of βit across i and t. For

each t = 1, . . . , T , let us define a beta-adaptive partition of this support as

P̂jt = [β̂(bnt(j−1)/Jtc)t, β̂(bntj/Jtc)t), j = 1, . . . Jt − 1

P̂jt = [β̂(bnt(J−1)/Jc)t, β̂(nt)t], j = Jt,

where b.c denotes the floor function and β̂(`)t denotes the `th order statistic of the estimated betas

in the first step across i for fixed t, i.e., the order statistics of {β̂it : i = 1, . . . , nt}. The number of

portfolios Jt, and their random structure (i.e., break-point positions based on estimated βit), vary

for each time period. Then, define

p̂jt(β) = 1{β ∈ P̂jt},

with 1{·} the indicator function, and Φ̂t = [Φ̂i,j,t]>nt×Jt the matrix with element Φ̂i,j,t = p̂jt(β̂it).

We also let p̂jt(β) be p̂jt in later sections. We can then obtain

ât = (Φ̂tΦ̂>t )−1(Φ̂tRt),

which represent the average returns of assets in P̂jt for j = 1, . . . , Jt at time t. Define âjt as the

jth element of ât.

Letting âlt and âut be the portfolio returns of the two extreme portfolios, a common object of

interest is the differential average returns in the most extreme portfolios:

1
T

T∑
t=1

(âut − âlt) = 1
T

T∑
t=1

(
µ̂t(βu)− µ̂t(βl)

)
,

where

µ̂t(β) =
Jt∑
j=1

p̂jt(β)âjt. (2.6)

7Cattaneo, Crump, Farrell, and Schaumburg (2020) provide a detailed discussion of how sorted portfolios represent
a nonparametric estimate of a conditional expectation. See also, Fama and French (2008), Cochrane (2011), and
Freyberger, Neuhierl, and Weber (2020).
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More generally, many other estimators of interest in finance can be defined as transformations of

the stochastic processes (µ̂t(β) : β ∈ B), for each cross-section.

Similarly, other estimators of interest can be considered by averaging across time. These esti-

mators can be thought of as transformations of the stochastic process (µ̂(β) : β ∈ B) with

µ̂(β) = 1
T

T∑
t=1

µ̂t(β) = 1
T

T∑
t=1

Jt∑
j=1

p̂jt(β)âjt. (2.7)

For example, we can estimate conditional expected returns for all values of β rather than only values

near βl and βu. Correspondingly, µ̂t(β) and µ̂(β) may be directly interpreted as nonparametric

estimators of expected returns. �

A few comments are in order. First, the above two steps are completely in line with the

empirical finance literature. Importantly, at no point in the two-step algorithm is the requirement

to estimate the conditional expectation of the risk factors, E[ft|Ft−1], and so the researcher remains

agnostic about the dynamics of these risk factors. We will revisit this issue in the next section.

Second, the practice of moving-window regressions to accommodate time variation in βit suggests

a slowly-varying coefficient model as previously used in finance applications such as in Ang and

Kristensen (2012) and Adrian, Crump, and Moench (2015). However, in contrast to these previous

formulations, we do not condition on the realizations of the random processes αit and βit. Instead,

we retain the randomness in these objects so that the second-stage beta-sorted portfolio estimator

can have a well-defined limit as n, T →∞. Third, an alternative to the smoothly-varying coefficients

approach is to specify βit as a functions of individual characteristics and possibly also of economy-

wide variables (see, for example, Gagliardini, Ossola, and Scaillet, 2020, and references therein).

Our approach can straightforwardly accommodate such settings by modifying the kernel regressions

appropriately.

Finally, the more general estimation approach described in equations (2.6) and (2.7), with more

details in Section 4, does not constitute spurious generality. The conventional implementation of

beta-sorted portfolios relies on a constant choice of Jt = J ∀t and so averages J portfolios across all

time periods. However, if the cross-sectional distribution of the βit are changing over time then there

is no guarantee that each portfolio represents assets with sufficiently similar betas. For example,
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it may be that assets with values of β near 1/2 fall in the sixth portfolio at times and the fifth

portfolio at other times and so on. Thus, the conventional estimator will be, in general, both more

biased and more variable than the estimators suggested in equations (2.6) and (2.7), all else equal.

This is of special importance when we are interested in expected returns for intermediate values of

betas and also in situations where tests of monotonicity or shape restrictions are of interest.

3 First step: rolling regressions

The first step involves a kernel regression of a linear stochastic coefficients model. Recall that

Xt = (1, ft) and define bit = (αit, βit). Then, we can rewrite equation (2.1) as

Rit0 = X>t0bit0 + εit0 .

We assume that E(εit|Ft−1) = Et−1(εit) = 0 and, because αit and βit are measurable with respect

to Ft−1, then αit0 and βit0 can be identified as

bit0 = E(Xt0X
>
t0 |Ft0−1)−1E(Xt0Rit0 |Ft0−1).

The kernel estimator from (2.5) is then b̂it0 = (α̂it0 , β̂it0)>. In order to accommodate the random

coefficients we exploit the fact that
∑t0−1
t=1 K((t− t0)/(Th))XtX

>
t and

∑t0−1
t=1 K((t− t0)/(Th))XtRit

are close, in the appropriate sense, to
∑t0−1
t=1 E[K((t − t0)/(Th))XtX

>
t |Ft−1] and

∑t0−1
t=1 E[K((t −

t0)/(Th))XtRit|Ft−1], since their difference are summands of martingale difference sequences.

To formalize the intuition and establish uniform consistency and asymptotic normality of b̂it0 we

require technical, but relatively standard, assumptions on the underlying data generating process.

We report these assumptions in the Appendix (Assumptions 1–6) and discuss them briefly here.

Assumption 1 ensures that the one-sided kernel K(·) satisfies standard properties such as being

nonzero on a compact support and twice continuously differentiable. The one-sided kernel ensures

that we do not have any look-ahead bias, so the procedure can be interpreted as real-time estimation,

and also to define the appropriate conditional moments for the second step discussed in the next

section. Assumption 2 imposes some structure on the time series properties of the factor ft but

is quite general and allows for certain forms of nonstationary behavior. We could relax some of
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these assumptions to allow for even more complex time-series properties at the expense of more

detailed notation and proofs. Assumption 2 also imposes moment conditions on the idiosyncratic

error term, εit. Assumption 3 ensures that bit0 is well defined for all t0. Assumptions 4 and 6

are regularity conditions on the rate of decay of the time-series dependence of the risk factors.

Finally, Assumption 5 ensures that the alphas and betas, although random, are sufficiently smooth

over time (i.e., satisfying a Lipschitz-type condition). Similar assumptions are generally imposed

in varying coefficient models (see, for example, Zhang and Wu, 2015).

We first provide a uniform consistency results of our estimator b̂it0 over i and t. We require this

result to precisely control the effect of estimating βit in the first step when entering the second-step

estimator. We establish this consistency on a compact interval of a trimmed support with trimming

length bThc. Let q denote the parameter in Assumption 2.

Theorem 3.1. Suppose Assumptions 1–6 hold, and let rT = (Th)−1(T 1/q +
√
Th log T ) → 0,

h→ 0, and log(nuT )/Th→ 0. Then,

max
1≤i≤n

sup
bThc≤t0≤T−bThc

∣∣b̂it0 − bit0∣∣ .P δT ,

where δT = (rT +
√

log(nuT )/
√
Th+ h).

Theorem 3.1 provides uniform rates of convergence for the first-stage kernel estimators of the

betas. Naturally, these rates depend on n, T , and h but are also directly dependent on q which

represents the number of bounded moments of the idiosyncratic error term. For very large q,

essentially the uniformity is attained at rate only slower by a log(T ) factor. Importantly, the

theorem shows that we attain the same uniform rate for the leave-one-out estimator which ensures

our theoretical results mimic empirical practice exactly.

Although estimation of µ(·) is generally of interest, there are some situations where inference on

βit directly is instead the primary goal. To introduce the necessary results we need to present some

additional useful notation. To allow for a flexible class of time series processes we model the factor,

ft, as a sum of two components, ft = τt + xt, where τt is a smoothly-varying process and xt is a

strictly stationary process.8 Then we can define τt = τ ′(t/T ) for a smooth function τ ′ : [0, 1] 7→ R.
8We could allow for even more general behavior in xt; however, for simplicity we maintain the strict stationarity

assumption.
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Also define, Σx = E[(1, xt)(1, xt)>], τ̃(t0/T ) = (1, τ ′(t0/T ))>. We let ΣA = Σx + τ̃(t0/T )τ̃(t0/T )>,

ΣB = σ2
ε,0E(Xt0X

>
t0 )
∫ 0
−1K

2(s)ds. Σb = Σ−1
A ΣBΣ−1

A = Σ−1
A σ2

ε,0
∫ 0
−1K

2(s)ds. With these definitions

in place, we next show asymptotic normality of our estimator b̂it0 .

Theorem 3.2 (Asymptotic Normality). Let h
√
hT → 0, h → 0, Th → ∞, rAT + rT → 0 then,

under Assumptions 1-6, we have that

√
ThΣ−1/2

b

(
b̂it0 − bit0

)
→L N(0, I). (3.1)

where rAT is defined in the Appendix.

We show in the appendix that the limiting asymptotic distribution is invariant to whether the

leave-one-out or general kernel estimator is used. The results in Theorem 3.2 can to be extended

to distribution results which are uniform over t; however, we don’t pursue this here as our main

focus is on the beta-sorted estimator. Finally, note that to construct a confidence interval for bit0

based on b̂it0 , we require a consistent estimator of the asymptotic variance of b̂it0 . Using residuals

from the initial step, i.e., ε̂it, σ2
t can be estimated by

(σ̂2
t0 , ς̂

2
t0)> = arg min

c0,c1

t0−1∑
t=1

nt∑
i=1

K
( t− t0
Th

)(
ε̂2
it − c0 − c1(t− t0)/T

)2
.

So Σ̂b can be obtained by TA(t0)−1σ̂(t0/T )
∫ 1

0 K
2(w)dw.

4 Second step: beta sorts

The second step of the estimation procedure is to sort assets by their value of β̂it obtained from

the procedure described in the previous section. Recall that the structural form of our model is

Rit = µt(βit) + β>it (ft − E(ft|Ft−1)) + εit

= Mt(βit) + εit,

and under our assumptions we have E(εit|Ft−1, βit) = E(εit|Ft−1) = 0.

To gain intuition, suppose that the βit were observed. The second equality makes clear that,

for a fixed t, we can only nonparametrically estimate the unknown function Mt(·) rather than the

12



direct object of interest µt(·). However,

1
T

T∑
t=1

Mt(β) = 1
T

T∑
t=1

µt(β) + 1
T

T∑
t=1

β>(ft − E(ft|Ft−1)). (4.1)

The second term has summands, β>(ft − E(ft|Ft−1)), which are a martingale difference sequence

with respect to Ft and so we would expect this sample average to converge to zero in probability;

consequently, this would ensure that T−1∑T
t=1Mt(β) and T−1∑T

t=1 µt(β) are uniformly (in β) close

in probability for large T . A further complication, of course, is introduced by using an estimated

βit in the second-stage nonparametric regression. Nevertheless, in this section, we will make these

arguments rigorous and provide appropriate conditions for consistency and asymptotic normality

for the beta-sorted portfolio estimator.

To motivate the assumptions we introduce shortly, note that we may rewrite our model as

Rit = αit + β>itE(ft|Ft−1) + ε̃it,

where ε̃it = β>it (ft − E(ft|Ft−1)) + εit represents the sum of two different martingale difference

sequences. This form makes clear that we require assumptions on αit and βit to be able to approx-

imate the grand mean, T−1∑T
t=1 µt(β), with high probability.

We assume that βit = βi(t/T,Ft−1) (c.f. Assumption 5 in the appendix), which is a smooth

random function over time. We will further assume that βit are, conditional on Gt−1, i.i.d. over

i. This sampling assumption was introduced in Andrews (2005) and has been utilized in the

financial econometrics literature by Gagliardini, Ossola, and Scaillet (2016) and Cattaneo, Crump,

Farrell, and Schaumburg (2020). Under this assumption, for a fixed time t, βit follows a conditional

distribution Fβ,t(·) = P(βit ≤ ·|Gt−1) for each time period t. Thus, we define the transformed

variable Uit = Fβ,t(βit), which are i.i.d. uniform [0, 1] random variables over i conditioning on Gt−1.

Define Fβ,n,t(·) = 1
nt

∑nt
i=1 1{βit ≤ ·} and F−1

β,n,t as the empirical counterparts of the conditional

CDF and quantile functions Fβ,t and F−1
β,t . The order statistics of βit over i for fixed t is denoted

as β(i)t = F−1
β,n,t(i/nt). In our setup, we have that αit is a function of βit, and thus a continuous

function of Uit, that is,

αit = α(βit) = α(Fβ,t(Uit))
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and the function α(Fβ,t(.)) will be smooth with respect to Uit; similarily, βit can be regarded as a

smooth functional of Fβ,t(.).

To gain intuition for the procedure, assume again (temporarily) that we could observe βit.

Define Φ∗i,j,t = 1(F−1
β,t ((j − 1)/Jt) ≤ βit < F−1

β,t ((j)/Jt)) which corresponds the event where βit is

realized between these two conditional quantiles.9 These represent the (infeasible) basis functions

which underpin the partitioning estimator. We can then define the population best linear predictor

as,

a∗t = (a∗1t, · · · , a∗Jtt)
> = arg min

a1t,··· ,aJtt
E
[(
Rit −

Jt∑
j=1

ajtΦ∗i,j,t
)2∣∣∣Gt−1

]
. (4.2)

We can then rewrite equation (2.4) as

Rit =
Jt∑
j=1

a∗jtΦ∗i,j,t + [it + ε̃it,

where [it = µt(βit)−
∑Jt
j=1 a

∗
jtΦ∗i,j,t represents the approximation bias term.

In order to characterize the theoretical properties of the portfolio estimator it is necessary

to introduce some additional notation to present the different basis functions which underpin

our analysis. Define Φi,j,t = 1(Uit ∈ [U(b(j−1)nt/Jtc),t, U(b(j)nt/Jtc),t)) = 1(F−1
β,n,t((j − 1)/Jt) ≤

βit < F−1
β,n,t((j)/Jt)) and, for estimated βit, its counterpart Φ̂i,j,t = 1(F−1

β̂,n,t
((j − 1)/Jt) ≤ β̂it <

F−1
β̂,n,t

(j/Jt)). Finally, we denote the stacked elements as Φi,t = [Φi,j,t]j , Φ̂i,t = [Φ̂i,j,t]j and

Φ∗i,t = [Φ∗i,j,t]j for Jt× 1 vectors and stack further as Jt×nt matrices denoted by Φ∗t = [Φ∗i,j,t]j,i and

similarly for Φ̂t and Φt.

To obtain a feasible estimator we cannot rely on Φ∗t but instead, as introduced in Section 2.1,

we utilize Φ̂t. Recall that ât = {Φ̂tΦ̂>t }−1{Φ̂tRt} and for any β ∈ [βl, βu] and the grand mean

estimator µ̂(β) = T−1∑T
t=1 p̂t(β)>ât is given in (2.7). Let [t = [[it]i. To analyze the rate of the

beta sorted estimator ât, we shall prove that under certain conditions,

ât = {Φ̂tΦ̂>t }−1{(Φ̂t[Φ∗>t a∗t + ε̃t + [t])},

= a∗t + {n−1
t Φ∗tΦ∗>t }−1(n−1

t Φ∗t ε̃t) + {n−1
t Φ∗tΦ∗>t }−1(n−1

t Φ∗t [t) + oP(1).

9We assume that, at time point t the partition intervals are, [(j − 1)/Jt, j/Jt) for j ∈ 1, · · · , Jt − 1 and
((Jt − 1)/Jt, 1] for j = Jt.
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To make these statements precise, we require additional assumptions (formally stated in the

Appendix). Assumption 7 imposes regularity conditions on the conditional distribution of the βit

ensuring that it is sufficiently well behaved. These assumptions ensure the partitioning estimator

is well defined with the probability of empty portfolios vanishing asymptotically and, furthermore,

that q̃j is of the order J−1 where q̃jt =
∫ F−1

β,t
(κjt)

F−1
β,t

(κj−1t)
fβ,tdβ with kjt = bntj/Jtc. . Assumption 8

sets the properties of the uniform convergence rate of βit and corresponds directly to the results in

Theorem 3.1. Assumption 9 imposes restrictions on the relative rate of nt and Jt . Assumption 10

assumes the smoothness of the function α(.), and ensures that the α is a well-behaved function of

β. Assumption 11 imposes some additional moment and smoothness conditions on the conditional

distribution of βit. In the SA we establish that, under our assumptions, we may ignore the generated

errors of the first-stage estimation of the βit when analyzing the second stage portfolio sorting

estimator.

We now have laid the necessary foundation to obtain a linearization of the grand mean estimator:

Theorem 4.1 (Leading term linearization). Suppose Assumptions 7-8 and 10-12 hold. Then,

uniformly in β,

1
T

T∑
t=1
{µ̂t(β)− µt(β)} = 1

T

T∑
t=1

p̂t(β)>[diag(q̃jt)−1n−1
t Φ∗t ε̃t] + OP((J−1 ∨ h)) + oP(T−1/2),

where the first term is the leading term and the second term is the bias term. Moreover,

1
T

T∑
t=1

p̂t(β)>[diag(q̃jt)−1n−1
t Φ∗t ε̃t]

= 1
T

T∑
t=1

p̂t(β)> diag(q̃jt)−1 1
nt

nt∑
i=1

Φ∗i,tεit

+ 1
T

T∑
t=1

p̂t(β)> diag(q̃jt)−1 1
nt

nt∑
i=1

Φ∗i,tβit(ft − E(ft|Ft−1)).

Theorem 4.1 introduces the key properties of the grand mean estimator. Importantly, the

theorem shows the leading term is comprised of two elements: the first term would appear in

any generic nonparametric problem whereas the second term is specific to the asset pricing setup.

Importantly, the second term is of the order OP(T−1/2) representing the summation of the product

of the conditional beta and the deviation of the factor from its conditional mean, (ft−E [ft|Ft−1]).
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Thus, despite an effective sample size of nT in concert with a nonparametric procedure with

tuning parameter J , the grand mean estimator, for some values of β, achieves only a
√
T rate of

convergence. That said, for values of β near zero, the second term becomes degenerate and the

first term dominates leading to a faster rate of convergence, namely, OP(
√
J/nT ).

Remark 4.2. An alternative approach that could be considered is to center the estimator, T−1∑T
t=1 µ̂t(β)

at T−1∑T
t=1Mt(β), rather than T−1∑T

t=1 µt(β). This would have the advantage of producing a uni-

form rate of convergence of the estimator as the second term in equation (4.1) is removed from the

asymptotic distribution. This is analogous to centering the estimator at the ex-post risk premia (see,

e.g., Raponi, Robotti, and Zaffaroni (2020)) and can be thought of as centering at average realized

systematic returns. However, inference on this object appears to be of less interest, in general, and

so we do not pursue this approach further.

Next we provide a pointwise central limit theorem for µ̂(β) which allows us to make pointwise

inference on the estimator of T−1∑T
t=1 µt(.). We define Ent,j = q̃−1

jt E(Φ∗i,j,tβit|Gt−1). Recall that

Et−1(Φ∗i,jt,t) = q̃jt = E(Φ∗i,jt,t|Ft−1).

Theorem 4.3 (Pointwise central limit theorem). Suppose Assumptions 1-6, 7-8 and 10-12 hold.

Then, pointwise in β,

1√
T

∑T
t=1{µ̂t(β)− µt(β)} − bias(β)

E(σ̂(β))1/2 →L N(0, 1),

where

σ̂(β) = σf (β) + σε(β)

with

σf (β) = T−1
T∑
t=1

(
Jt∑
j=1

p̂j,t(β)E2
nt,jVar(ft − E(ft|Ft−1)),

σε(β) = T−1
T∑
t=1

Jt∑
j=1

n−2
t

∑
i

p̂j,t(β)q̃−2
jt E(Φ∗i,j,tε2

it|Gt−1),
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and

bias(β) = T−1
T∑
t=1

p̂t(β)>(n−1
t Φ∗tΦ∗>t )−1(n−1

t Φ∗t [t)

+ T−1
T∑
t=1

p̂t(β)>diag(q̃j)−1(n−1
t (Φ̂tΦ̂>t − Φ̂tΦ∗>t )a∗t ),

which is a term of order (J−1 ∨ h).

The theorem provides the basis of our feasible inference procedures discussed in the next section.

It is important to note that the two components of the appropriate standard deviation, σf (β) and

σε(β), are orthogonal. We will exploit this property to conduct feasible inference without assuming

a specific functional form for E(ft|Ft−1).

Remark 4.4 (Extension to multivariate β). The algorithm and proof are written for the case

of d = 1. It would not be hard to develop for multivariate β corresponding to fixed d > 1. For

multiple-characteristic portfolios we can adopt the Cartesian products of marginal intervals. That is,

we first partition each characteristic into Jt intervals, using its marginal quantiles, and then form

Jdt portfolios by taking the Cartesian products of all such intervals. The pointwise convergence

results of the beta-sorted portfolio estimator could be extended to this general case. Note also, the

curse of dimensionality could be avoided by assuming additively separability.

5 Feasible (uniform) inference for the grand mean

In order to conduct feasible inference on the grand mean we require a consistent estimator of

the asymptotic variance given by Theorem 4.3. In existing empirical applications, the so-called

Fama-MacBeth variance estimator is utilized. In this section we discuss the properties of both the

Fama-MacBeth variance estimator and also a simple new plug-in variance estimator. We show that

both variance estimators provide valid inference. The plug-in variance estimator is as simple to

implement as the Fama-MacBeth variance estimator and, as we show in the next section, appears

to provide much more precise inference in empirical applications.

Accurate inference is vital in order to assess whether observed realized returns of a specific

trading strategy withstand statistical scrutiny. We link these practical questions with rigorous
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formation of uniform statistical tests. We highlight three important types of uniform inference

hypotheses that corresponds to trading a specific, high-minus-low or butterfly trade portfolio re-

spectively. We provide a valid uniform inference procedure for the grand mean estimator using

the Fama-MacBeth variance estimator. This will allow us to conduct inference on more complex

hypotheses of interest such as tests of monotonicity or tests of nonzero differential expected returns

across the support of βit.

5.1 A plug-in variance estimator

We can use the results in Theorems 4.1 and 4.3 to construct a plug-in variance estimator. To see

the logic of our approach, first consider the case where we observe E(ft|Ft−1). Then a natural

plug-in variance estimator is,

σ̃PI(β) =T−1
T∑
t=1

Jt∑
j=1

n−2
t q̂−2

jt

(
nt∑
i=1

p̂jt(β)p̂jt(βit)βit

)2

(ft − E(ft|Ft−1))2

+ T−1
T∑
t=1

Jt∑
j=1

n−2
t q̂−2

jt

nt∑
i=1

p̂jt(β)p̂jt(βit)ε̂2
it, (5.1)

where q̂jt = n−1
t

∑nt
i=1 p̂jt(βit)1{

∑nt
i=1 p̂jt(βit) 6= 0}. Of course, σ̃PI(β) is infeasible. As a feasible

alternative, consider

σ̂PI(β) =T−1
T∑
t=1

Jt∑
j=1

n−2
t q̂−2

jt

(
nt∑
i=1

p̂jt(β)p̂jt(βit)βit

)2

(ft − ht−1(ϑ̂))2

+ T−1
T∑
t=1

Jt∑
j=1

n−2
t q̂−2

jt

nt∑
i=1

p̂jt(β)p̂jt(βit)ε̂2
it, (5.2)

where ht−1(ϑ̂) is a feasible parametric estimate of E(ft|Ft−1) using only information contained

in Gt−1. Importantly, even if this estimator is misspecified σ̂PI(β) will still produce valid, albeit

conservative, inference because of the asymptotic orthogonality of the two terms in Theorems 4.1

and 4.3.
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5.2 The Fama-MacBeth estimator

Recall the definition of of µ̂t(β) and µ̂(β) as in equation (2.6) and (2.7). The Fama-Macbeth

variance estimator may then be constructed as

σ̂FM(β) = 1
T

T∑
t=1

(
µ̂t(β)− µ̂(β)

)2
. (5.3)

The estimator may be motivated by the classical sample variance estimator where µ̂t(β) for t =

1, . . . , T serve as the sample “observations.” Following similar reasoning, we shall denote an esti-

mator of Cov(µ̂(β1), µ̂(β2)) as the following. For any β1, β2,

σ̂FM(µ̂(β1), µ̂(β2)) = 1
T

T∑
t=1

(
µ̂t(β1)− µ̂(β1)

)(
µ̂t(β2)− µ̂(β2)

)
. (5.4)

Note that in the special case of β1 = β2 we obtain σ̂FM(β). To discuss the asymptotic properties of

this variance estimator we need to define some specific population counterparts.

First, define

σf (β1, β2) = T−1
T∑
t=1

E
[
{p̂t(β1)> diag(q̃jt)−1E(Φ∗itβit|Gt−1)}

× {p̂t(β2)> diag(q̃jt)−1E(Φ∗itβit|Gt−1)}E{(ft − E(ft|Ft−1))2}
]
.

The quantity σf (β1, β2) represents the first-order asymptotic variance utilizing the results in Theo-

rems 4.1 and 4.3. We also need to define the additional population objects, σµ(β) = T−1∑T
t=1 E[(µt(β)−

T−1∑T
t=1 µt(β))2] and σµ(β1, β2) = T−1∑T

t=1 E[µt(β1)−T−1∑T
t=1 µt(β1))(µt(β2)−T−1∑T

t=1 µt(β2))].

Then, σµ(β) and σµ(β1, β2) represent the population average time variation and co-variation in the

conditional expected returns. Finally, denote J as a set which collects the appropriate js (iden-

tity of the relevant bin) over time. Thus, J1 indicates the bins that β1 falls into for each time

t for t = 1, . . . , T . With these objects defined, we can now state the following properties of the

Fama-MacBeth variance estimator.

Lemma 5.1. Under the conditions of Theorem B.6 and 4.1, for β1, β2 corresponding to J1, J2
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respectively, we have

sup
β1,β2∈[βl,βu]

|σ̂FM(µ̂(β1), µ̂(β2))− σf (β1, β2)− σµ(β1, β2)| = oP(1/
√

log J).

Note that the above results implies that

sup
β∈[βl,βu]

|σ̂FM(β)− σf (β)− σµ(β)| = oP(1/
√

log J).

Lemma 5.1 shows that the asymptotic limit of the Fama-MacBeth variance estimator is comprised

of two terms. The first term is the population target, σf (β) and σf (β1, β2), respectively, which

represents the limiting variance from Theorem 4.3. The second term is an extraneous term, σµ(β)

and σµ(β1, β2), respectively, which are non-negative by definition. Intuitively, we can understand

this result from the following decomposition of the summands of the Fama-MacBeth variance

estimator:

µ̂t(β)− 1
T

T∑
t=1

µ̂t(β) = (µ̂t(β)− µt(β))− 1
T

T∑
t=1

(
µ̂t(β)− µt(β)

)
+
(
µt(β)− 1

T

T∑
t=1

µt(β)
)

It is the third term in this equation that contributes the additional term to the probability limit

of σ̂FM(β). Consequently, the Fama-MacBeth variance estimator overstates the true asymptotic

variance of the estimator by exactly this extraneous term. In the special case when µt(β) is constant

over time then σµ(β) and σµ(β1, β2) are equal to zero and Lemma 5.1 establishes uniform consistency

of the Fama-MacBeth variance estimator. Otherwise, the variance estimator will overstate the true

variance and lead to a conservative inference.

However, Lemma 5.1 has the positive implication that the Fama-MacBeth variance estimator

is consistent for the asymptotic variance of the expression T−1∑T
t=1(µ̂t(β) − µ(β)) where µ(β) =

plimT→∞T
−1∑T

t=1 µ̂t(β). That said, this facilitates inference only on an object, µ(β), that is

arguably of less interest than T−1∑T
t=1 µt(β). This latter object, representing the sample average

conditional expected returns, is of more direct relevance to economic inference since there can be

no further information available for a given sample of T time series observations.

Remark 5.2. It is important to note that Lemma 5.1 also implies that valid inference may be

conducted on the average conditional expected returns without the need to stipulate the form of

20



the conditional expectation of the risk factors. This stands in contrast to alternative estimation

approaches in, for example, Adrian, Crump, and Moench (2015) and Gagliardini, Ossola, and

Scaillet (2016), where a first-order Markovian structure is imposed. In practice, specifying the

correct functional form including the appropriate conditioning variables for the risk factor dynamics

is a challenge. This is one notable advantage of the estimation approach we study here.

5.3 Uniform inference of the grand mean estimator

The estimator of the grand-mean function offers us the chance to test the hypothesis regarding price

anomaly. In this subsection, we provide a rigorous formulation of a uniform test for the grand-mean

estimator. This facilitates us to conduct various uniform tests related to the grand-mean estimator.

Namely, we aim to test the following null hypothesis,

H0 : µ(β) = 0,∀β ∈ [βl, βu],

against the alternative,

HA : µ(β) 6= 0, for some β.

Before we present a theorem which gives us the critical value of the uniform test, we shall

discuss the estimator of the elements of variance-covariance matrix for the grand mean estimator in

the strong approximation theorem. As indicated by Theorem 4.1, the long-run variance of the lead

term T−1∑T
t=1

∑Jt
j=1 p̂jt(β)(ft−E(ft))Ent,j +T−1∑T

t=1
∑Jt
j=1 p̂jt(β)> diag(q̃jt)−1nt

−1∑nt
i=1 Φ∗i,j,tεit

is defined as follows

σ̃(β1, β2) = σf (β1, β2)

+ 1
T

T∑
t=1

T∑
s=1

Jt∑
j=1

Js∑
l=1

E
[(
E(ft|Ft−1)− E(ft)

)(
E(fs|Fs−1)− E(fs)

)
Ent,jEns,lp̂jt(β1)p̂ls(β2)

]

+ T−1
T∑
t=1

Jt∑
j=1

n−2
t

∑
i

E{p̂jt(β1)q̃−2
jt E(Φ∗i,j,tε2

it|Gt−1)1{β1 = β2}}

= σf (β1, β2) + σµ(β1, β2) + T−1
T∑
t=1

Jt∑
j=1

n−2
t

∑
i

E{p̂jt(β1)q̃−2
jt E(Φ∗i,j,tε2

it|Gt−1)1{β1 = β2}}.
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And σ(β1, β2) = σf (β1, β2) + T−1∑T
t=1

∑Jt
j=1 n

−2
t

∑
i E{p̂jt(β1)q̃−2

jt E(Φ∗i,j,tε2
it|Gt−1)}1{β1 = β2}. In

particular, the variance is σ̃(β) = σ̃(β, β), with σ(β) = σ(β, β) and σµ(β) = σµ(β, β). We

define E[σ(β)]−1/2GT (β) as a Gaussian process on a proper probability space with covariance

E[σ(β1)]−1/2E[σ(β1, β2)]E[σ(β2)]−1/2, and similarly for E[σ̃(β)]−1/2G̃T (β) relative to

E[σ̃(β1)]−1/2E[σ̃(β1, β2)]E[σ̃(β2)]−1/2. We define σ̂(β) (σ̂(β1, β2)) as an estimator of σ(β) (σ(β1, β2))

as well. From Lemma 5.1 the Fama-Macbeth variance is close to σ̃(β1, β2) rather than to σ(β1, β2).

We now provide a corollary facilitating the uniform inference on the function µ(β) or T−1∑T
t=1 µt(β).

Lemma 5.3. Under the conditions of Theorem B.6, 4.1, Assumption 15 and
√
T (1/J ∨ h) → 0,

we have,

sup
x∈R

∣∣∣P( sup
β∈B

∣∣∣ 1√
TE[σ̂(β)]

T∑
t=1

(
µ̂t(β)− µt(β)

)∣∣∣ ≤ x)− P
(

sup
β∈B

∣∣GT (β)
∣∣ ≤ x)∣∣∣→ 0. (5.5)

By the above lemma, we shall expect the asymptotic distribution of supβ∈B
∣∣∣ 1√

TE[σ̂(β)]

∑T
t=1

(
µ̂t(β)

)∣∣∣
under the null hypothesis to be approximated by the one of supβ∈B |GT (β)|. This result facilitates

constructing a critical value of our proposed test statistic. Lemma 5.3 allows us to form an asymp-

totically valid uniform inference for the grand mean function. We can obtain uniform confidence

bands and test the hypothesis H0. To construct the uniform confidence band, it is implied from the

Lemma 5.3 that if we define LT (β) = µ̂(β) − σ(β)1/2qα/
√
T , and UT (β) = µ̂(β) + σ(β)1/2qα/

√
T .

We have, with a prefixed confidence level α,

P
( 1
T

T∑
t=1

µt(β) ∈ [LT (β), UT (β)], for all β ∈ B
)
→ 1− α.

Therefore, [LT (·), UT (·)] is the uniform confidence band of the estimator µ̂(·). To make inference

on µ(·), and functionals thereof, we can replace the variance estimator σ̂(β) by the corresponding

variance estimator of σ̃(β). In addition to the confidence interval, Lemma 5.3 also provides formal

justification for a uniform inference procedure. In particular, the critical value to test H0 utilizing

the statistics supβ µ̂(β)/σ̂(β)1/2 can be obtained by simulating the quantile of the maximum of a

Gaussian random vector. The Gaussian random vector shares the same variance-covariance struc-

ture as GT (β) on a set of preselected discrete points. Therefore to make inference on µ(β) to test

H0 we can follow the procedure:
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Algorithm 1 Uniform inference for averages over µ̂(β).
Require: nt, T ≥ 0

1: Estimate Σ̃ as ̂̃Σ.
2: Simulate standard normal random variables Z(s) of Ja × 1 dimension for s = 1, · · · , S times,

where S is the number of bootstrap samples.
3: Multiply Z̃(s) = ̂̃Σ1/2

Z(s), where ̂̃Σ = diag( ̂̃Σ)−1/2 ̂̃Σ diag( ̂̃Σ)−1/2.
4: Obtain the 1− α quantile of |Z̃|∞ from the above sample, and we denote it as q̂1−α.
5: Create the confidence band [µ̂(β)− σ̂(β)1/2q̂1−α/

√
T , µ̂(β) + σ̂(β)1/2q̂1−α/

√
T ], where L̂T (β) =

µ̂(β) − σ̂(β)1/2q̂1−α/
√
T and ÛT (β) = µ̂(β) − σ̂(β)1/2q̂1−α/

√
T . If 0 is within the confidence

band we cannot reject H0.

5.4 Uniform inference for the high-minus-low estimator

Besides the test regarding the simple null hypothesis H0, we further show several additional tests

that utilize the grand mean estimator. The most common inference procedure in the empirical

finance literature is to compare the time-average of returns from the two extreme portfolios (i.e.,

the portfolios which encompass the evaluation points βl and βu) as discussed in Section 2. The goal

is to assess whether a long-short portfolio trading strategy earns statistically significant returns, i.e.,

has a nonzero unconditional risk premium. However, we can use our general framework and new

theoretical results to formulate a more powerful test to assess the properties of expected returns.

In particular, consider the following null and alternative hypotheses,

H(1)
0 : sup

β∈B
µ(β)− inf

β∈B
µ(β) = 0, (5.6)

versus,

H(1)
A : sup

β∈B
µ(β)− inf

β∈B
µ(β) 6= 0. (5.7)

In words, under the null hypothesis there is no profitable long-short strategy available. In the

special case when µ(β) is monotonic, then this null hypothesis is equivalent to µ(βu) − µ(βl) = 0.

Thus, we nest the popular high minus low portfolio inference approach but instead test for the

presence of any profitable long-short strategy.
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The high-minus-low statistics can also be re-expressed in the following form,

sup
β∈B

µ̂(β)− inf
β∈B

µ̂(β) = sup
β∈B

µ̂(β) + sup
β∈B
−µ̂(β)

= sup
β∈B

( 1
T

T∑
t=1

Jt∑
j=1

p̂jt(β)âjt
)

+ sup
β∈B

(
− 1
T

T∑
t=1

Jt∑
j=1

p̂jt(β)âjt)
)
,

where we denote β∗ as the point attaining supβ∈B( 1
T

∑T
t=1

∑Jt
j=1 p̂jt(β)âjt) and β∗∗ as the point

attaining supβ∈B(− 1
T

∑T
t=1

∑Jt
j=1 p̂jt(β)âjt)). Similar to the previous section, we can obtain a

strong approximation results which implies a critical value test H(1)
0 and a uniform confidence

band for the proposed high-minus-low estimator. To this end, we define the statistics, TT =

[T−1(
∑T
t=1

∑Jt
j=1 p̂jt(β∗∗)(âj,t−a∗j,t))−T−1(

∑T
t=1

∑Jt
j=1 p̂jt(β∗)(âjt−a∗jt))]/(σ̂(β∗)+σ̂(β∗∗)−2σ̂(β∗, β∗∗))1/2

and T̃z = [GT (β∗∗)σ(β∗∗)−GT (β∗)σ(β∗)]/(σ(β∗) + σ(β∗∗)− 2σ(β∗, β∗∗))1/2.

Lemma 5.4. Under the conditions of Theorem B.6, 4.1, Assumption 15 and
√
T (1/J ∨ h) → 0,

we have,

sup
x∈R

∣∣∣P(∣∣∣TT ∣∣∣ ≤ x)− P
(∣∣T̃z∣∣ ≤ x)∣∣∣→ 0. (5.8)

We note that the above lemma is implied by Corollary B.8.1. The above results also imply

that we can approximate the quantile of
∣∣∣TT ∣∣∣ by the quantile of

∣∣T̃z∣∣ uniformly well. Therefore

the test based on the statistics supβ∈B µ̂(β) − infβ∈B µ̂(β) can obtain critical values by simulation

from their Gaussian counterparts. The confidence interval can also be obtained similarly from

the previous section. We summarise the test procedure in the following algorithm. In short, the

algorithm remains quite similar to the previous section, except that the quantiles are obtained from

a different vector of Gaussian vectors corresponding to the lemma above.

5.5 Uniform inference for the difference-in-difference estimator

In this section we introduce one final testing setup with the associated test statistic. The null

hypothesis and the test statistic can be motivated by a ”butterfly” trading strategy which is a

generalization of the long-short trading strategy, which represents a discrete first derivative, to

that of a discrete second derivative. As discussed earlier, the discrete second derivative also directly

links the model to the presence (or absence) of arbitrage opportunities. Moreover, along with the
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Algorithm 2 Algorithms for inference of the high-minus-low portfolio.
Require: nt, T ≥ 0

1: Estimate Σ̃.
2: Simulate standard normal random variables Z(s) of Ja × 1 dimension for s = 1, · · · , S times.
3: Obtain µ̂(βmax) = maxβ T−1∑T

t=1 µ̂t(βmax) and µ̂(βmin) = minβ T−1∑T
t=1 µ̂t(βmin). Denote

J as the indices of j over time corresponding to a specific value of β. Obtain Ĵ∗ and Ĵ∗∗
correspondingly. And µ̂g = µ̂(βmax)− µ̂(βmin).

4: Multiply ̂̃Σ1/2
, we get Z̃(s) = ̂̃Σ1/2

Z(s). Obtain Z̃
(s)
Ĵ∗
− Z̃(s)

Ĵ∗∗
.

5: Obtain the 1−α quantile of |Z̃(s)
Ĵ∗
− Z̃(s)

Ĵ∗∗
| from the above sample, and we denote as q̂1−α. (Z̃(s)

Ĵ∗

Z̃
(s)
Ĵ∗∗

are the Gaussian limit corresponding to βmax and βmin repectively.)

6: Create the confidence band [µ̂(β)− σ̂(β)1/2q̂1−α/
√
T , µ̂(β) + σ̂(β)1/2q̂1−α/

√
T ], where L̂T (β) =

µ̂(β) − σ̂(β)1/2q̂1−α/
√
T and ÛT (β) = µ̂(β) − σ̂(β)1/2q̂1−α/

√
T . If 0 is within the confidence

band we cannot reject H0.

practical relevance of testing for the presence of a profitable butterfly trade, we observe that the

statistical properties of the inference procedure are different from those of the preceding inference

procedures introduced in this section. In particular, in the previous section we observe that the

estimator µ̂(β) has a non-uniform rate of convergence. This arises for exactly the same reason

that for fixed t we can only consistently estimate Mt(β) rather than the preferred estimand µt(β).

However, by taking a discrete second derivative we can eliminate this first-order term because

Mt (β1)−Mt (β2)− (Mt (β2)−Mt (β3)) = µt (β1)− µt (β2)− [µt (β2)− µt (β3)] ,

whenever β1− β2 = β2− β3 with three distinct points β1, β2, β3 ∈ [βl, βu]. As mentioned early, this

object can be interpreted as a “butterfly” trade where one goes long one unit of each of two assets

(one with β1 and one with β3) and short two units of an asset (with β2). The null hypothesis can

then be formulated as

H0,diff : sup
β1+β3−2β2=0

∣∣∣∣∣ 1T
T∑
t=1

[µt(β1) + µt(β3)− 2µt(β2)]
∣∣∣∣∣ = 0,

versus the alternative one

HA,diff : sup
β1+β3−2β2=0

∣∣∣∣∣ 1T
T∑
t=1

[µt(β1) + µt(β3)− 2µt(β2)]
∣∣∣∣∣ 6= 0.
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In words, under the null hypothesis, there does not exist a profitable version of this trading

approach. Thus, we adopt the following test statistic involving:

sup
β1+β3=2β2

1
T

T∑
t=1
{µ̂t(β1) + µ̂t(β3)− 2µ̂t(β2)}.

To have valid conference bands and critical values for the test, we shall study the asymptotic

distribution of µ̂t(β1) + µ̂t(β3) − 2µ̂t(β2). Under the conditions of Theorem 4.1, we have the

following leading term expansion

{µ̂t(β1) + µ̂t(β3)− 2µ̂t(β2)− (µt(β1) + µt(β3)− 2µt(β2))}

= 1
T

T∑
t=1

1
nt

nt∑
i=1

Jt∑
j=1

(p̂jt(β1) + p̂jt(β3)− 2p̂jt(β2))q̃−1
j Φ∗i,j,tεit + OP(h ∨ J−1).

Before we show the theoretical results implying the critical value of a test, we first define

the normalized variance both in an estimated form and in its population version. As mentioned

already, unlike previous subsections, since the term involving ft − E(ft|Ft−1) is differenced out,

we have a better rate of convergence for all values of β. Namely, we have
√
T
√
nt/
√
J without

the rile of the
√
T rate induced by the factor term as discussed above. Define the variance of

T−1∑T
t=1

√
Tnt/Jt(µ̂t(β1) + µ̂t(β3)− 2µ̂t(β2)) is approximately by

σ̂D(β1,β3, β2) = T−1∑T
t=1 n

−1
t J−1

t

∑nt
i=1(

∑
j E{(p̂jt(β1) + p̂jt(β3)− 2p̂jt(β2))2q̃−2

j (Φ∗i,j,tσ2
t ))}. We let

β1,2,3 as an abbreviation for β1, β2, β3 and β′1,2,3 as an abbreviation for β′1, β′2, β′3. We define the

limit as the following

Cov(β1,2,3, β
′
1,2,3) = 1

TntJt

T∑
t=1

nt∑
i=1

Jt∑
j=1

E{p̂jt(β1,2,3)p̂jt(β′1,2,3)q̃−2
j (Φ∗i,j,tσ2

t )},

where recall that σ2
t is defined in Assumption 14.

Define

p̂jt(β1, β2, β3) = p̂jt(β1) + p̂jt(β3)− 2p̂jt(β2).
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Recall σ2
j = q̃−1

j σ2
t /Jt. Assume that exist a σ(β1, β2, β3) <∞, such that

1
T

T∑
t=1

Jt∑
j=1

E([p̂jt(β1, β2, β3)]2σ2
j ) = σD(β1,2,3).

Define σd(β) = T−1∑T
t=1

∑Jt
j=1 E(σ2

t q̃
−1
j p̂jt(β)).

The following theorem states that we can use the quantile of the Gaussian process supβ1,β2,β3 |G(β1,β2, β3)|

to approximate the distribution of our statistics of interest under the null. Thus the corresponding

algorithm is listed as well afterwards.

Theorem 5.5. Assume the conditions of Theorem B.6, 4.1, Assumption 15, 13 and
√
Tnu/J(1/J∨

h) → 0. Also we define G(β1, β2, β3) as a Gaussian process with a finite number of jumps corre-

sponding to the value of β1, β2, β3, within each piece a standard normal distribution and across

different points of the process has correlation

Cov(β1,2,3, β
′
1,2,3)/(σD(β1,2,3)1/2σD(β′1,2,3)1/2).

sup
x
|P(| sup

β1,β2,β3

|T−1
T∑
t=1

√
Tnt/Jt{µ̂t(β1) + µ̂t(β3)− 2µ̂t(β2)

−(µt(β1) + µt(β3)− 2µt(β2))}/σ̂D(β1,2,3)1/2 ≥ x)− P( sup
β1,β2,β3

|G(β1,β2, β3)| ≥ x)| → 0,

Algorithm 3 Algorithms for inference for the difference-in-difference estimator.
Require: nt, T ≥ 0

1: Estimate σD(β1,2,3) and Cov(β1,2,3, β
′
1,2,3). Select a grid of β1 (Ja) and β3(6= β1) (Ja) and then

fix the relationship 2β2 = β1 + β3.
2: Simulate standard normal random variables Z(s) of Ja(Ja − 1)× 1 dimension for s = 1, · · · , S

times.
3: Obtain µ̂(β1) = T−1∑T

t=1 p̂jt(β1)âjt(similar for β2 and β3). And Z̃T (β1,2,3) = supβ1,2,3{µ̂(β1) +
µ̂(β3)− 2µ̂(β2)}.

4: Multiplying ̂̃ΣD( ̂̃ΣD is a matrix with element as the correlation

Ĉov(β1,2,3, β
′
1,2,3)/(σ̂1/2

D (β1,2,3)σ̂1/2
D (β′1,2,3))) , we get Z̃(s) = ̂̃Σ1/2

Z(s). Obtain |Z̃(s)|max.
5: Obtain the 1− α quantile of |Z̃(s)|max from the above sample, and we denote as q̂1−α.
6: Create the confidence interval [Z̃T (β1,2,3)− σ̂D(β1,2,3)1/2 mint q̂1−α

√
Jt/
√
nT ,

7: Z̃T (β1,2,3)+ σ̂D(β1,2,3)1/2 maxt q̂1−α
√
Jt/
√
nT ]. We cannot reject H0,diff if 0 is contained in the

confidence interval.
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Remark 5.6. The grand mean allows for inference on unconditional risk premia but we would

also like to accommodate inference on conditional risk premia. For example, a risk factor may

be associated with a significant risk premium in certain time periods but unconditionally earns

no risk premium. Conversely, the conditional risk premium may be zero under some conditions

but not unconditionally. Drawing inferences about conditional risk premia can provide additional

information to understand the economic mechanisms underpinning the risk-return trade-off. In

particular, we aim to test the following null hypothesis:

Hdiff
0 : µt(β1)− µt(β2)− [µt(β2)− µt(β3)] = 0. (5.9)

Corollary B.11.1 in the Appendix provides justification for the inference procedure below to test

Hdiff
0 . Essentially, the test statistic is a maximum constructed over a finite number of points

βj , βj′. As for the previous tests, we shall work with a fixed grid [βj ]j. Then there are Jt ×

(Jt − 1)/2 total number of such points. Thus, for a vector of βv which are taken in every par-

tition, we can formulate the test statistics as |BJtM̂t|∞, where M̂t = [M̂t(βj)]j, where BJt is a

Jt(Jt − 1)/2× Jt dimensional matrix with row entries corresponding to the linear combinations of∣∣∣M̂t (β1)− M̂t (β2)−
[
M̂t (β2)− M̂t (β3)

]∣∣∣ = M̃t(β1,2,3).

Algorithm 4 Algorithm for uniform inference concerning Hdiff
0

Require: nt, T ≥ 0
1: Pick β1 ∈ βv and β3(6= β1) ∈ βv, then β2 follows . Calculate the residuals ε̂it. Obtain σ̂t(β1,2,3)

.
2: Simulate standard normal random variables BJt [diag(σ̂j)]Z(s) of Jt × 1 dimension for s =

1, · · · , S times, where S is the number of bootstrap samples. Obtain the 1 − α quantile of
|BJt [diag(σ̂j)]Z(s)|∞ from the above sample, and we denote as q̂1−α,t.

3: Create the confidence band for µt(β1)− µt(β2)− [µt(β2)− µt(β3)], i.e.
4: [M̃t(β1,2,3) − q̂1−α,t

√
Jt/
√
nt, M̃t(β1,2,3) + q̂1−α,t

√
Jt/
√
nt]. We reject the null H(diff)

0 if
|√ntBJtM̂t/

√
Jt|∞ > q̂1−α,t.

6 Empirical Application

In this section, we introduce a novel risk factor and show that it is strongly predictive of both

the cross-section and time-series behavior of U.S. stock returns. We also utilize this application to
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illustrate the practical advantages of the novel theoretical results presented earlier in the paper.

Our risk factor is a new measure of the business credit cycle. The business credit cycle is

commonly evaluated by means of ratios of credit aggregates to measures of output. Although

theoretically appealing, a drawback to these approaches is that it is difficult to parse out movements

in credit ratios that are arising from composition changes in the aggregates as compared to all

other movements. Here we take a different approach. We rely on the Federal Reserve’s Senior

Loan Officer Opinion Survey10 (SLOOS) as our proxy for the “credit” portion of the ratio and

the ISM Manufacturing Index as our measure of the “output” portion. This has three distinct

advantages. First, as the SLOOS and ISM are both diffusion indices, they have uniform behavior

across their history even in the face of changes in the structure of the economy. Second, they are

much more timely than credit aggregates and national accounts data which tend to be released

with a substantial lag. Third, they are not subject to revision. Thus we have a timely factor which

we can evaluate in real time with no look-ahead bias.

Our factor is simply constructed as

CCWt =
(1

2 · SLOOSt + 50
)

+ ISMt, (6.1)

where SLOOSt is the net percentage of large domestic banks tightening standards for commercial

and industrial loans to all firms and ISMt is the ISM index.11 Although both the SLOOS and the

ISM are diffusion indices, they are scaled differently and so the affine transformation of the SLOOS

is implemented so that they are both on the same scale (between 0 and 100). To understand why

this is (the inverse of) a credit-to-output type measure note that a fall in the SLOOS corresponds to

easier lending standards (higher credit growth) and a fall in the ISM to less output. Thus, when the

CCW variable is low, credit-to-output is high. A similar logic applies for when the CCW variable

is high. Our factor is available starting in January 1965 when the first SLOOS was implemented.

As a preliminary check for the validity of our factor we assess its ability to predict future

market returns. Specifically, a implication of our setup (see equation (2.1)) is that if the factor is
10The properties of the SLOOS were first studied in Schreft and Owens (1991), Lown, Morgan, and Rohatgi (2000),

and Lown and Morgan (2002, 2006). See also Crump and Luck (2023).
11The Senior Loan Officer Opinion Survey is currently conducted on a quarterly basis. To construct a monthly

series we keep the SLOOS value constant until a new value is available. For the period from 1984m1 through 1990m1,
the credit standards question was not included in the SLOOS. For this period we use as a replacement the net
willingness to make consumer installment loans by large domestic banks.
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serially correlated then lagged values should be predictive of future equity returns. To show this,

we consider the standard predictive regression setup and run predictive regressions of the form,

rt+h = a+ b · zt + vt. (6.2)

We utilize the standard predictors obtained from Welch and Goyal (2008) as a benchmark compar-

ison along with our risk factor. In Table 1 we present in-sample R2 from predictive regressions for

forecast horizons of 1, 3, 6, and 12 months ahead. The first fourteen rows present the results for

the benchmark predictors investigated in Welch and Goyal (2008). The next row, labelled “CGP”

reports results using only the SLOOS portion of our risk factor as in Chava, Gallmeyer, and Park

(2015). Finally, The last row, labelled “CCW” provides the results for our new risk factor. The

results are stark. The in-sample R2 from our new risk factor far outstrips that of the other predic-

tors considered. To ensure our results are not a consequence of overfitting, in Table 2 we present

out-of-sample R2 results using a training sample up to the end of 1989. Again, the results are stark

with our risk factor outperforming each of the other predictors by a wide margin.

We can now investigate how our risk factor performs in explaining the cross-section of equity

returns. We implement our estimators as described in Sections 3 and 4. We use monthly data

from the Center for Research in Security Prices (CRSP) over the sample period January 1926 to

December 2019. We restrict these data to those firms listed on the New York Stock Exchange

(NYSE), American Stock Exchange (AMEX), or Nasdaq and use only returns on common shares

(i.e., CRSP share code 10 or 11). To deal with delisting returns we follow the procedure described

in Bali, Engle, and Murray (2016). When forming market equity we use quotes when closing

prices are not available and set to missing all observations with 0 shares outstanding. For our risk

factor we use a measure of the business credit cycle described in equation (6.1). For simplicity,

we utilize five-year rolling regressions to estimate betas and we choose the number of portfolios as

Jt = J1 · (nt/nmax)
1
2 where J1 = 10. The latter choice can be motivated by appealing to Cattaneo,

Crump, Farrell, and Schaumburg (2020) as the optimal choice of portfolios under the simplifying

assumption that all βit were known.

We first consider pointwise inference. Figure 1 presents our estimate of the grand mean, µ̂(β) =

T−1∑T
t=1 µ̂t(β) in the black line. There is a clear downward slope in the relationship between β
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Table 1: In-sample Predictive Regressions: R2 This table reports R2 (in percent) from predic-
tive regressions of excess stock returns on an individual predictor variables from Welch and Goyal
(2008) for horizons of 1, 3, 6, and 12 months ahead. The row labelled “CGP” reports results for
the SLOOS only portion of our risk factor as studied in citeCGP2015. The row labelled “CCW”
reports results for our proposed risk factor. The sample period is 1965m1–2019m12.

h = 1 h = 3 h = 6 h = 12
(log) Dividend Price Ratio 0.09 0.30 0.72 1.41
(log) Dividend Yield 0.11 0.32 0.75 1.44
(log) Earnings Price Ratio 0.03 0.04 0.06 0.26
(log) Dividend Payout Ratio 0.02 0.20 0.57 0.69
Stock Variance 1.06 0.13 0.13 0.66
Book-to-Market Ratio 0.00 0.01 0.06 0.12
Net Equity Expansion 0.14 0.21 0.44 1.24
Treasury Bill Yield 0.40 0.81 1.13 1.58
Long Term Treasury Yield 0.13 0.18 0.17 0.00
Long Term Treasury Return 1.08 0.66 1.82 1.31
Term Spread 0.51 1.39 2.44 7.30
Default Yield Spread 0.25 0.78 2.13 3.06
Default Return Spread 0.30 0.25 0.30 0.03
(lagged) Inflation 0.01 0.48 1.88 2.21
CGP 1.28 3.06 3.65 4.30
CCW 2.87 7.81 10.55 13.21

and expected returns – although it does not appear to be linear. The grey vertical lines in Figure

1 depict pointwise confidence intervals at each selected point in the support of β. The top chart in

Figure 1 uses the plug-in variance estimator we introduced in equation (5.2) whereas the bottom

chart uses the Fama and MacBeth (1973) variance estimator. To implement our plug-in variance

estimator we use an AR(1) specification in our risk factor. We can clearly see the difference in the

precision for drawing inferences from the data. The confidence intervals based on our new plug-in

variance estimator are substantially shorter than those of the FM variance estimator. This shows

clear evidence that the conservativeness of the FM estimator that was proven in Section 5 has

practical implications for empirical work. We can see this even more clearly in Table 3 where we

present the point estimate for selected values of β along with lower and upper bounds for confidence

intervals constructed with the two different variance estimators. The results are striking. Across all

values of β and for both nominal coverage rates, the confidence intervals formed using our plug-in

variance estimator are approximately 30% of the length of those using the FM variance estimator.

The improved precision of our new variance estimator is replicated when we shift to uniform
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Table 2: Out-of-Sample Predictive Regressions: R2 This table reports out-of-sample R2

from expanding window predictive regressions of excess stock returns on an individual predictor
from Welch and Goyal (2008) for horizons of 1,3,6, and 12 months ahead. The row labelled “CGP”
reports results for the SLOOS only portion of our risk factor as studied in Chava, Gallmeyer,
and Park (2015). The row labelled “CCW” reports results for our proposed risk factor. Positive
values have been bolded. The training period is 1965m1–1989m12 and the evaluation sample is
1990m1–2019m12.

h = 1 h = 3 h = 6 h = 12
(log) Dividend Price Ratio -1.75 -3.78 -6.75 -12.77
(log) Dividend Yield -1.83 -3.73 -6.83 -12.27
(log) Earnings Price Ratio -0.96 -1.98 -3.27 -6.91
(log) Dividend Payout Ratio -1.33 -1.23 -0.07 0.82
Stock Variance -0.91 -0.50 -0.52 0.67
Book-to-Market Ratio -0.58 -1.15 -2.07 -5.30
Net Equity Expansion -2.34 -6.43 -13.70 -20.44
Treasury Bill Yield -0.00 0.77 1.72 2.36
Long Term Treasury Yield -0.02 -0.22 -0.65 -4.85
Long Term Treasury Return -1.18 -0.59 -1.08 -1.66
Term Spread -0.88 -1.15 0.49 6.94
Default Yield Spread -2.28 -3.85 -4.12 -3.04
Default Return Spread -1.10 0.70 0.45 0.22
(lagged) Inflation -0.17 1.44 3.88 3.50
CGP 1.77 4.51 5.22 4.75
CCW 3.76 9.62 11.66 8.74
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Figure 1: Pointwise Inference on Expected Returns. This figure shows the grand mean
estimate, µ̂(β) = T−1∑T

t=1 µ̂t(β) (black line) with associated pointwise confidence intervals (grey
vertical lines). The top chart constructs confidence intervals using the plug-in variance estimator
introduced in equation (5.2) while the bottom chart uses the Fama-MacBeth variance estimator.
The nominal coverage is 95%. The sample period is 1965m1–2019m12.

(a) Plug-In Variance Estimator
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(b) Fama-MacBeth Variance Estimator
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confidence bands for the grand mean rather than pointwise confidence intervals. Figure 2 is the

counterpart to Figure 1 with uniform confidence bands constructed as discussed in Section 5. The

bottom chart shows the uniform confidence bands formed using the FM variance estimator. The
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bands are so wide as to be essentially uninformative. In contrast, the top chart displays the

confidence bands formed using our new variance estimator. We can reject a constant function

and also clearly reject a monotonically decreasing relationship. In contrast, we fail to reject a

monontonically decreasing relationship – either linear or nonlinear.

Table 3: Pointwise Inference: This table presents the grand mean estimate, µ̂(β) =
T−1∑T

t=1 µ̂t(β) along with pointwise upper and lower bounds for nominal coverage of 95% and
99%. Confidence intervals constructed using the plug-in variance estimator introduced in equa-
tion (5.2) are denoted by “PI-LB” abd “PI-UB” whereas those using the Fama-MacBeth variance
estimator are denoted by “FM-LB” and “FM-UB”.The sample period is 1965m1–2019m12.

90% Coverage 95% Coverage

β µ̂(β) PI-LB PI-UB FM-LB FM-UB PI-LB PI-UB FM-LB FM-UB

-1.00 1.68 1.50 1.87 1.00 2.26 1.47 1.90 1.00 2.37
-0.50 1.72 1.57 1.87 1.06 2.27 1.54 1.90 1.06 2.38
-0.25 1.53 1.41 1.65 1.01 1.97 1.39 1.67 1.01 2.05
0.00 1.24 1.19 1.30 0.88 1.55 1.18 1.31 0.88 1.61
0.25 1.26 1.15 1.37 0.80 1.65 1.13 1.39 0.80 1.72
0.50 1.18 1.05 1.31 0.66 1.62 1.03 1.34 0.66 1.70
1.00 1.17 1.03 1.31 0.64 1.61 1.00 1.34 0.64 1.70
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Figure 2: Uniform Inference on Expected Returns. This figure shows the grand mean esti-
mate, µ̂(β) = T−1∑T

t=1 µ̂t(β) (black line) with associated uniform confidence bands (shaded area).
The top chart constructs uniform confidence bands using the plug-in variance estimator introduced
in equation (5.2) while the bottom chart uses the Fama-MacBeth variance estimator. The nominal
coverage is 95%. The sample period is 1965m1–2019m12.

(a) Plug-In Variance Estimator
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(b) Fama-MacBeth Variance Estimator
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7 Conclusion

Beta-sorted portfolios are a commonly used empirical tool in asset pricing. In a first step, time-

varying factor exposures are estimated by weighted regressions of asset returns on an observable risk

factor to ascertain how returns co-move with the variable of interest. In a second step, individual

assets are grouped into portfolios by similar factor exposures and differential returns are assessed

as a function of differential exposures. Yet the simple and intuitively appealing algorithm belies

a more complicated statistical setting involving a two-step estimation procedure where each stage

involves non-parametric estimation.

We provide a comprehensive statistical framework which rationalizes this commonly-used esti-

mator. Armed with this foundation we study the theoretical properties of beta-sorted portfolios

linking directly to the choice of estimation window in the first step and the number of portfolios

in the second step which serves as the tuning parameters for each nonparametric estimator. We

introduce conditions that ensure consistency and asymptotic normality for a single cross-section

and for the grand mean estimator. We also introduce new uniform inference procedures which allow

for more general and varied hypothesis testing than currently available in the literature. However,

we also discover some limitations of current practices and provide new guidance on appropriate

implementation and interpretation of empirical results.
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In this subsection, we show the theoretical properties of the first-step estimation of αit and βit as in the model
(2.1). For a time series Xt,l, we define Xt,l = gl(ξt, ξt−1, · · · , ξ−∞). δq,m(X.,l) = maxt ‖Xt,l − X∗t−m,l‖q with
X∗t,l as a process with ξ0 replaced by ξ∗0 (i.i.d. copy of ξ0). We define Θm0,q(f.) =

∑
m≥m0 δq,m(f.), with m0

as an integer. Without loss of generality, we shall assume that n ≤ nt ≤ nu (and without loss of generality nt

and nu are of the same order) throughout the section. Define Ã(t0) =
∑

t
E(XtX>t |Ft−1)w(t, t0) and B̃i(t0) =∑

t
E(XtRit|Ft−1)w(t, t0). Define A(t0) =

∑
t
XtX

>
t w(t, t0) and Bi(t0) =

∑
t
XtRitw(t, t0). Recall that w(t, t0) =

h−1K((t − t0)/(Th)). We suppress the dependency of t0 by the elements as in Ã(t0), B̃i(t0), A(t0). We define
Bi(t0) = Bi(t0) =

∑
t
E(XtX>t |Ft−1)w(t, t0)bit0 = Ãbit0 . We define rT = (Th)−1(T 1/q + (Th log T )1/2), for an

integer q > 4.

Assumption 1. We assume that the bounded differentiable one-sided kernel function K(.) takes support in [-1,0],
and satisfies

∫ 0
−1 K(u)du = 1. K(.) ∈ C2[−1, 0]. T →∞, h→ 0, Th→∞.

Assumption 2. Assume that ft = τ ′(t/T ) + xt, where xt is a stationary process. The trend function τ ′(.) is
bounded by cτ and is second order differentiable. E(xt) = 0. We assume that E(εit|Ft−1, xt) = 0 and it im-
plies that E(εit|Ft−1) = 0. We define E(ε2

it|Ft−1, xt) = σ(Ft−1, t/T )2 = σ2
t , and define Ext = 0. ‖εit‖2q ≤ c.

E(ε2
it|Ft−1, xt−1) = E(ε2

it|Ft−1). σ2
ε,0 = E(ε2

t0 ) = E(σ2
t0 ) > 0. The error term εit0 has finite qth moment with q > 4.

(T )2/q−1n
2/q
u � h.

It shall be noted that T 2/q−1n
2/q
u � h favors a high moment condition for example if q = 8, we just need

T−3/4n1/4 � h.

Assumption 3. There exists a constant c, CA,max such that mint0 λmin(T−1E(Ã(t0))) > c−1 > 0, c−1 < mint0 λmin(T−1EA(t0)) ≤
maxt0 λmax(T−1EA(t0)) < CA,max and mint0 λmin(T−1E(Bi(t0))) > c−1 > 0. maxt0 λmax(T−1E(Bi(t0))) < CB for a
positive constant CB.

Assumption 4. We define σ2
x = E(x2

t ) < ∞ and σx4 = E(x4
t ) < ∞, and we assume that they are both bounded

by a positive constant cx,q. We define the constant cx = 2σ2
x

∫ 0
−1 K(s)2ds. We denote Σx = E[(1, xt)>(1, xt)],

τ̃(t0/T ) = (1, τ ′(t0/T ))>. We let ΣA = Σx + τ̃(t0/T )τ̃(t0/T )>, ΣB = σ2
ε,0E(Xt0X>t0 )

∫ 0
−1 K

2(s)ds. Assume that both
ΣA and ΣB has eigenvalues bounded from the below and the above.

Assumption 5. (Lipschitz condition) We assume that the αit = αi(t/T,Ft−1) and βit = βi(t/T,Ft−1) satisfying for
any t, t′ ∈ [Th, T−Th], |αit−αit′ | ≤ Cα(Ft−1)|t−t′|/T and |βit−βit′ | ≤ Cβ(Ft−1)|t−t′|/T , where Cα(Ft−1), Cβ(Ft−1)
are two Ft−1 measurable functions. Moreover,
maxt |Cα(Ft−1)|,maxt |Cβ(Ft−1)| are bounded by constants Cα, Cβ. Assume αit, βit are bounded uniformly over i, t .

Assumption 6. In particular for any positive integer m, we assume that Θm,2q(ft) = m−v and maxt ‖ft‖2q is
bounded, for 2v > 1/2− 1/q, with q > 4, for a positive constant v.

Define rT = (Th)−1(T 1/q + (Th log T )1/2). Let qn = Ju ∨ nu ∨ T . h ∨ rT ∨
√

log(qn)/
√
Th = δT .

Assumption 7. Fβ,t(x) is continuously differentiable on the compact interval Bδ = [βl − δT , βu + δT ] (δT is a
positive constant). βit are i.i.d. conditioning on Gt−1(sigma field of time invariant factors). εit are independent
conditioning on all three of the filtration ∪(Ft−1, σ(ft)), Gt−1 and Ft−1 respectively. The condition density of βit
is denoted as fβ,t(x). Cβ,max > maxt maxx∈Bδ fβ,t(x) > mint minx∈Bδ fβ,t(x) > cβ,min > 0, which is also first
order continuous differentiable with bounded derivatives. E(βitΦ∗it|Gt−1) �p J−1

t , minjt Et−1(Φ∗i,jt,tε
2
it) �p J−1

t and

q̃jt =
∫ F−1

β,t
(κj)

F−1
β,t

(κj−1)
fβ,tdβ �p J−1

t .

Define anT = maxt(
√
δT cnuT /

√
nt) ∨

√
log T√nt−1, where cnuT is a positive constant.

Assumption 8. We let maxt nt ≤ nu, n ≤ nt, J ≤ Jt ≤ Ju, Ju � J and nu � n. Recall rT = (Th)−1(T 1/q +
(Th log T )1/2), with q > 4. We assume that Assumptions 1 to 6 are maintained such that maxi supt |β̂it − βit| .P δT

and J−1
u �

√
log(qn)
√
n

. δT → 0 , rT → 0. We assume that anT → 0.
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We note that the above assumption implies that J log qn/n� 1. Define δ = (δT + anT )1/2√log qn/
√
n.

Assumption 9. J(δT + anT )1/2√log qn/
√
n� 1.

Assumption 10. We assume that α(β) is continuously differentiable of the first order, and with the first derivative
bounded from the above by positive constant cα.

We first order observations as ` = `(i, t) =
∑t−1

t0=1 nt + i, 1 ≤ i ≤ nt, 1 ≤ t0 ≤ T . We let Fβ`−1 denote the sigma
field of β` up to the order of `− 1.

Assumption 11. We let β̃`,j = β`,j − F−1
β,t (κj). β̃`,j are different over time, however the dependence can still

decay as the series of βit. We assume that 1(−u ≤ β̃`,j < u) = ψ`,j(u). We assume that max`,j E(β2
`,j1(−u ≤

β̃`,j < u)|Fβ`−1) ≤ Cβ2
uu, max`,j E(ε2

`1(−u ≤ β̃`,j < u)|Fβ`−1) ≤ Cβ2
uu, for a constant C. Moreover we assume that

‖maxj E(ψ.,j(u)|Fβ.−1)‖q,ζ ≤ u1/qCq,ζ , ‖maxj E(ψ.,j(u)β.,j |Fβ.−1)‖q,ζ ≤ u1/qC′q,ζ , for an integer q > 4.

Define δT =
√

log qn/
√
nT ∨ h ∨

√
log(qn)/

√
nTh.

Assumption 12. (anT /
√
T + δT ) ∨ J(anT + δT )1/2/

√
nT . h ∨ J−1 �

√
T
−1.

We shall give an example on the plausible rate of n, T, J, h which is admissible to the above assumptions. For
example, we can assume that n = T , J = O(T 1/3) and h = O(T−1/3).

We notice that the conditions ‖maxj E(ψ.,j(u)β.|Fβ.−1)‖q,ζ ≤ u1/qC′q,ζ are easily satisfied. Let us illustrate for
the stationary case of β`. For example if we assume that fβ,t(β|Fβt−1) is differentiable with respect to β and its i.i.d.
innovation ε0 (slightly abuse of notation), then we can derive that,

E(ψ.,j(u)β`,j |Fβ`−1)− E(ψ.,j(u)β`,j |Fβ∗`−1)

=
∫ u+F−1

β,t
(κj)

−u+F−1
β,t

(κj)
βfβ,t(β|Fβ`−1)dβ −

∫ u+F−1
β,t

(κj)

−u+F−1
β,t

(κj)
βfβ,t(β|Fβ∗`−1)dβ

≤ 2u|ε0 − ε∗0||βu∂f(β̃|F̃`−1)/(∂ε0∂β)|,

where β̃ is a point between the intersection of ∩j(−u+F−1
β,t (κj), u+F−1

β,t (κj)), and F̃`−1 is the filtration with ε0 replaced
by some value. We take the ‖.‖q norm of the above object. If we can ensure that |ε0− ε∗0||βu||∂f(β̃|F̃`−1)/(∂ε0∂β)‖q
decrease sufficient fast according to the lag `, then the conditions holds. We let δ′ = ∆T /

√
T . Define NJ =⋃

t=1··· ,T NJt . δT =
√

log qn/
√
nT ∨ h ∨

√
log(qn)/

√
nTh.

Assumption 13. Let σ̂1/2
D (β1,2,3) be a consistent estimator for σD(β1,2,3) satisfying σ̂D(β1,2,3)1/2 − σD(β1,2,3)1/2 =

oP(r1,2,3), and the rate r1,2,3 → 0. σd(β) is bounded from the below and the above uniformly over β. maxj,t ‖Φ∗i,j,tεitq̃−1
j ‖q .

J1−1/q.

Since we have 1/Jt∗Jt2(Jt−1(δT+anT )+
√
δTT

1/2q(n−1/2
t J

−1/2
t )) = oP(δ2) and (1/Jt(ln,T /nt+J−1

t )J2
t (ln,T /nt)J−1

t J2
t ) =

oP(δ1). Recall that δ1 =
√
anT + δTJt/

√
nt + anT + δT , δ2 = δT + anT +

√
δTT

1/(2q)n
−1/2
t J

1/2
t .

Assumption 14. Let εit =d σtηit conditional on Ft−1, with σ2
t = E(ε2

it|Ft−1), and ηit be a standard Gaussian
random variable defined on a proper probability space. Exists two positive constants c, C > 0,

c ≤ min
j
σj ≤ max

j
σj ≤ C.

And we have δ1T + δ2T << 1/
√

log J. n−1/2+1/(2q)
t

√
Jt <<

√
Jt
−1
. Moreover,

√
nt/Jt(h ∨ J−1

t )→ 0.

Assumption 15. Assume that with probability one, Ent,j/σjs are bounded from the below and the above for all
t, j. supβ{σ̂(β)1/2 − σ(β)1/2} = OP(rσ) for some constant rσ. Assume rσT

−1/2+1/2qJ
1/2q
a → 0 and rσ → 0. c ≤

infβ σ(β) = supβ σ(β) ≤ C. c ≤ minβ σ̃(β) = supβ σ̃(β) ≤ C. ‖Ent,j − Ent,j−1‖2q ≤ cJ−1
t , for a positive constant

c > 0. ‖ft−E(ft|Ft−1)‖2q < C, for a positive C > 0. Assume that the grid is βv = [β1, β2, · · · , βc/δ̃]. This corresponds
to Ja,δ distinct value of β. We shall assume that for avoiding singularity of the variance covariance matrix. We need
to ensure that σ(βj , βj′) 6= σ(βj , βj) or σ(βj′ , βj′). Let [σ̂(βi, βi′)/σ̂1/2(βi)σ̂(βi′)1/2]i,i′ = ΣJa,δ,Ja,δ . We shall
assume that c < λmin(ΣJa,δ) < λmax(ΣJa,δ) < C′, with C′, c > 0. Let Ja,δ . exp(T ε

′
), with ε′ = 1/9.
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1 Setup

1.1 Assumptions

In this subsection, we show the theoretical properties of the first-step estimation of αit and βit. For

a time series Xt,l, we define Xt,l = gl(ξt, ξt−1, · · · , ξ−∞). δq,m(X.,l) = maxt ‖Xt,l − X∗t−m,l‖q with

X∗t,l as a process with ξ0 replaced by ξ∗0 (i.i.d. copy of ξ0). We define Θm0,q(f.) =
∑

m≥m0 δq,m(f.),

with m0 as an integer. Without loss of generality, we shall assume that n ≤ nt ≤ nu (and

without loss of generality nt and nu are of the same order) throughout the section. Define Ã(t0) =∑
t E(XtX

>
t |Ft−1)w(t, t0) and B̃i(t0) =

∑
t E(XtRit|Ft−1)w(t, t0). Define A(t0) =

∑
tXtX

>
t w(t, t0)

and Bi(t0) =
∑

tXtRitw(t, t0). Recall that w(t, t0) = h−1K((t − t0)/(Th)). We suppress the de-

pendency of t0 by the elements as in Ã(t0), B̃i(t0), A(t0). We define

Bi(t0) = Bi(t0)
def
=
∑

t E(XtX
>
t |Ft−1)w(t, t0)bit0 = Ãbit0 . We define rT = (Th)−1(T 1/q+(Th log T )1/2),

for an integer q > 4.

Assumption 1. We assume that the bounded differentiable one-sided kernel function K(.) takes

support in [-1,0], and satisfies
∫ 0
−1K(u)du = 1. K(.) ∈ C2[−1, 0]. T →∞, h→ 0, Th→∞.

Assumption 2. Assume that ft = τ ′(t/T ) + xt, where xt is a stationary process. The trend

function τ ′(.) is bounded by cτ and is second order differentiable. E(xt) = 0. We assume that

E(εit|Ft−1, xt) = 0 and it implies that E(εit|Ft−1) = 0. We define E(ε2it|Ft−1, xt) = σ(Ft−1, t/T )2
def
=

σ2t , and define Ext = 0. ‖εit‖2q ≤ c. E(ε2it|Ft−1, xt−1) = E(ε2it|Ft−1). σ2ε,0 = E(ε2t0) = E(σ2t0) > 0.

The error term εit0 has finite qth moment with q > 4. (T )2/q−1n
2/q
u � h.

It shall be noted that T 2/q−1n
2/q
u � h favors a high moment condition for example if q = 8, we

just need T−3/4n1/4 � h.

Assumption 3. There exists a constant c, CA,max such that mint0 λmin(T−1E(Ã(t0))) > c−1 > 0,

c−1 < mint0 λmin(T−1EA(t0)) ≤ maxt0 λmax(T−1EA(t0)) < CA,max and mint0 λmin(T−1E(Bi(t0))) >

c−1 > 0. maxt0 λmax(T−1E(Bi(t0))) < CB for a positive constant CB.

Assumption 4. We define σ2x = E(x2t ) < ∞ and σx4 = E(x4t ) < ∞, and we assume that they

are both bounded by a positive constant cx,q. We define the constant cx = 2σ2x
∫ 0
−1K(s)2ds. We

denote Σx = E[(1, xt)
>(1, xt)], τ̃(t0/T ) = (1, τ ′(t0/T ))>. We let ΣA = Σx + τ̃(t0/T )τ̃(t0/T )>,

ΣB = σ2ε,0E(Xt0X
>
t0)
∫ 0
−1K

2(s)ds. Assume that both ΣA and ΣB has eigenvalues bounded from the

below and the above.

Assumption 5. (Lipschitz condition) We assume that the αit = αi(t/T,Ft−1) and βit = βi(t/T,Ft−1)
satisfying for any t, t′ ∈ [Th, T −Th], |αit−αit′ | ≤ Cα(Ft−1)|t−t′|/T and |βit−βit′ | ≤ Cβ(Ft−1)|t−
t′|/T , where Cα(Ft−1), Cβ(Ft−1) are two Ft−1 measurable functions. Moreover,

maxt |Cα(Ft−1)|,maxt |Cβ(Ft−1)| are bounded by constants Cα, Cβ. Assume αit, βit are bounded

uniformly over i, t .

1



Remark 1.1. Note that under our assumptions we have that

ET−1
T∑
t=1

x2tw(t, t0) = σ2xT
−1

T∑
t=1

w(t, t0) = σ2x. (1.1)

And

T−1
T∑
t=1

τ ′(t/T )2w(t, t0) = τ ′(t0/T )2 + O(h). (1.2)

Var(
√
h/T

−1
T∑
t=1

w(t, t0)εitft) = σ2ε,0(σ
2
x + τ ′(t0/T )2)

∫ 0

−1
K(s)2ds+ O(h). (1.3)

Thus we conclude T−1E(A)
def
= Σx + τ̃(t0/T )τ̃(t0/T )> + O(h). y

Remark 1.2 (Admissible processes of β). Suppose that βit = Gβ(ηi, g1, · · · , gt−1, f1, · · · , ft−1, ωit−1),
where ηi is iid over i, gt is i.i.d. factors over t, and ωit−1 are i.i.d. over t and i. We denote the

common factor sigma field as Gt−1 = σ(f1, · · · , ft−1, g1, · · · , gt−1). The function βit shall be smooth

over time, and conditional i.i.d. conditioning on the sigma field Gt−1. y

Assumption 6. In particular for any positive integer m, we assume that Θm,2q(ft) = m−v and

maxt ‖ft‖2q is bounded, for 2v > 1/2− 1/q, with q > 4, for a positive constant v.

Remark 1.3. We shall see that Assumption 1 ensures the basic property of the kernel functions.

The one-sided kernel is adopted to avoid the look- ahead bias term. Also it is important for us to

adopt the one-sided kernel in this step, as in the second step, our theoretical results works with

conditioning on the filtration in the past. The generated error induced by estimating beta is thus

fixed with respect to the conditioned filtration. Assumption 2 poses some general structure of the

factor ft and also impose some basic assumptions of the error term εit to ensure the validity of our

estimator. We set the factor to be a trend stationary process, and we assume homoscedasticity over

time for the simplicity of our analysis. It would be not hard to extend to more general settings.

Moreover, we also assume finite 2q th moment. Assumption 3 sets the proper behavior of the

matrix in the population. It is related to the identification of our estimator. Assumptions 4- 6

are regular conditions on the decay rate of the dependency for factors. Note that we can relax

the assumption on the boundedness of αit and βit. Assumption 6 implies that Θm,q(E(f.|f.−1)),
Θm,q(E(f.|f.−1)) are bounded by constants cθ, Θm,q(f

2
. ) = m−v, for a positive constant v. In sum,

we shall assume that the alphas and betas are suffiiciently smooth over time, and the temporal

dependency of factors shall be weak. y

Define rT = (Th)−1(T 1/q + (Th log T )1/2). Let qn = Ju ∨nu ∨T . h∨ rT ∨
√

log(qn)/
√
Th

def
= δT .

Assumption 7. Fβ,t(x) is continuously differentiable on the compact interval Bδ = [βl − δT , βu +

δT ] (δT is a positive constant). βit are i.i.d. conditioning on Gt−1(sigma field of time invariant

2



factors). εit are independent conditioning on all three of the filtration ∪(Ft−1, σ(ft)), Gt−1 and Ft−1
respectively. The condition density of βit is denoted as fβ,t(x). Cβ,max > maxt maxx∈Bδ fβ,t(x) >

mint minx∈Bδ fβ,t(x) > cβ,min > 0, which is also first order continuous differentiable with bounded

derivatives. E(βitΦ
∗
it|Gt−1) �p J

−1
t , minjt Et−1(Φ∗i,jt,tε

2
it) �p J

−1
t and q̃jt

def
=
∫ F−1

β,t (κj)

F−1
β,t (κj−1)

fβ,tdβ �p
J−1t .

Remark 1.4 (Discussion of the conditional iid assumptions for βit.). Suppose Zit and Zt are

observable. Let us look the simplest model

Rit = αit + βitft + εit, (1.4)

where αit is a function of βit. We see that Zt and Zt−1(Uit) are measurable with respect to Ft−1.
Suppose that Uit are iid random variables over time (independent of any object as the above). In

Gagliardini, Ossola, and Scaillet (2019), they assume,

βit(Uit) = B(Uit)Zt−1 + C(Uit)Zt−1(Uit), (1.5)

where B(Uit), C(Uit) are parameters which are solely functions of Uit.

We can observe that conditioning on Gt−1 = σ(Zt−1(.), Zt−1), βit(Uit) will have only source of

randomness from (Uit)i,t and therefore are iid over i. We can express βit(Uit) = g(Uit, Zt−1, Zt−1(.)).

To ensure that g(Uit, Zt−1, Zt−1(.)) is smooth over t. Furthermore the smoothness assumption on

Zt−1 and Zt−1(Uit) over t is required for us and but NOT for required for Gagliardini, Ossola, and

Scaillet (2019). However, the structure in Equation (1.5) is not necessary for us, therefore there

exist models where we can cover but not covered by Gagliardini, Ossola, and Scaillet (2019). For

example if we set, βt is a vector of βit. nt = n,

βt = cηt−2 + a(t/T )ηt−1, (1.6)

where ηt are iid random vectors over t, and forms random smooth curve over t. a(t/T ) is a smooth

trend function over time, such as a(t/T ) = (t/T )2. ηt−1, ηt−2 are measurable to Ft−1. The structure

in Gagliardini, Ossola, and Scaillet (2019) is then violated. y

Define anT = maxt(
√
δT cnuT /

√
nt) ∨

√
log T

√
nt
−1, where cnuT is a positive constant.

Assumption 8. We let maxt nt ≤ nu, n ≤ nt, J ≤ Jt ≤ Ju, Ju � J and nu � n. Recall

rT = (Th)−1(T 1/q+(Th log T )1/2), with q > 4. We assume that Assumptions 1 to 6 are maintained

such that maxi supt |β̂it − βit| .P δT and J−1u �
√

log(qn)√
n

. δT → 0 , rT → 0. We assume that

anT → 0.

We note that the above assumption implies that J log qn/n� 1. Define δ = (δT+anT )1/2
√

log qn/
√
n.

3



Assumption 9. J(δT + anT )1/2
√

log qn/
√
n� 1.

Assumption 10. We assume that α(β) is continuously differentiable of the first order, and with

the first derivative bounded from the above by positive constant cα.

Remark 1.5. Asssumption 7 is regarding the property of the density of βit. Assumption 8 sets

the property of the uniform rate of βit. We see that it corresponds to Theorem 2.6. Assumption

9 assumes the relative rate of nt and Jt . Assumption 10 assumes the smoothness of the function

α(.). y

Remark 1.6. (Discussion of rate) We assume that q to be sufficiently large and the choice of h

and nu are satisfied so that √
log(nuT )� T 1/q(Th)−1/2,

then δT = h+
√

log(nuT )/
√
Th. Assume that√

log(nuT )/
√
n� 1,

then anT =
√
h/n+

√
log T/

√
n. Thus δT +anT =

√
log T/

√
n∨h∨

√
log(nuT )/

√
Th. Assumption

10 thus assumes that

(
√

log T/
√
n ∨ h ∨

√
log(nuT )/

√
Th)1/2J/

√
nt � 1.

y

We first order observations as ` = `(i, t)
def
=
∑t−1

t0=1 nt + i, 1 ≤ i ≤ nt, 1 ≤ t0 ≤ T . We let Fβ`−1
denote the sigma field of β` up to the order of `− 1.

Assumption 11. We let β̃`,j = β`,j−F−1β,t (κj). β̃`,j are different over time, however the dependence

can still decay as the series of βit. We assume that 1(−u ≤ β̃`,j < u)
def
= ψ`,j(u). We assume that

max`,j E(β2`,j1(−u ≤ β̃`,j < u)|Fβ`−1) ≤ Cβ2uu, max`,j E(ε2`1(−u ≤ β̃`,j < u)|Fβ`−1) ≤ Cβ2uu, for a

constant C. Moreover we assume that ‖maxj E(ψ.,j(u)|Fβ.−1)‖q,ζ ≤ u1/qCq,ζ , ‖maxj E(ψ.,j(u)β.,j |Fβ.−1)‖q,ζ ≤
u1/qC ′q,ζ , for an integer q > 4.

Define δT =
√

log qn/
√
nT ∨ h ∨

√
log(qn)/

√
nTh.

Assumption 12. (anT /
√
T + δT ) ∨ J(anT + δT )1/2/

√
nT . h ∨ J−1 �

√
T
−1

.

Remark 1.7. Following the rate discussion of Remark 1.6, the above conditions can be implied by√
log qn/(

√
nT )� h3/2 ∨ h1/2J−1,

{(log qn)1/4/n1/4 ∨ h1/2 ∨ (
√

log qn/
√
Th)1/2} .

√
nT (J−1h ∨ J−2)�

√
n.

4



y

We shall give an example on the plausible rate of n, T, J, h which is admissible to the above

assumptions. For example, we can assume that n = T , J = O(T 1/3) and h = O(T−1/3).

We notice that the conditions ‖maxj E(ψ.,j(u)β.|Fβ.−1)‖q,ζ ≤ u1/qC ′q,ζ are easily satisfied. Let us

illustrate for the stationary case of β`. For example if we assume that fβ,t(β|Fβt−1) is differentiable

with respect to β and its i.i.d. innovation ε0 (slightly abuse of notation), then we can derive that,

E(ψ.,j(u)β`,j |Fβ`−1)− E(ψ.,j(u)β`,j |Fβ∗`−1)

=

∫ u+F−1
β,t (κj)

−u+F−1
β,t (κj)

βfβ,t(β|Fβ`−1)dβ −
∫ u+F−1

β,t (κj)

−u+F−1
β,t (κj)

βfβ,t(β|Fβ∗`−1)dβ

≤ 2u|ε0 − ε∗0||βu∂f(β̃|F̃`−1)/(∂ε0∂β)|,

where β̃ is a point between the intersection of ∩j(−u + F−1β,t (κj), u + F−1β,t (κj)), and F̃`−1 is the

filtration with ε0 replaced by some value. We take the ‖.‖q norm of the above object. If we can

ensure that |ε0 − ε∗0||βu||∂f(β̃|F̃`−1)/(∂ε0∂β)‖q decrease sufficient fast according to the lag `, then

the conditions holds. We let δ′ = ∆T /
√
T . Define NJ =

⋃
t=1··· ,T NJt . δT =

√
log qn/

√
nT ∨ h ∨√

log(qn)/
√
nTh.

Remark 1.8. Following the rate discussion of Remark 1.6, the above conditions can be implied by√
log qn/(

√
nT )� h3/2 ∨ h1/2J−1,

{(log qn)1/4/n1/4 ∨ h1/2 ∨ (
√

log qn/
√
Th)1/2} .

√
nT (J−1h ∨ J−2)�

√
n.

y

Assumption 13. Let σ̂
1/2
D (β1,2,3) be a consistent estimator for σD(β1,2,3) satisfying σ̂D(β1,2,3)

1/2−
σD(β1,2,3)

1/2 = oP(r1,2,3), and the rate r1,2,3 → 0. σd(β) is bounded from the below and the above

uniformly over β. maxj,t ‖Φ∗i,j,tεitq̃
−1
j ‖q . J1−1/q.

Remark 1.9. (Inconsistency of µ̂t(β) for fixed t.) To facilitate the inference for fix t we shall

consider the following procedure. Since by Theorem B.6,

|ât − a∗t − diag(q̃jt)
−1n−1t Φ∗t ε̃t|∞ = oP(1). (1.7)

We see that

[n−1t Φ∗t ε̃t]j = n−1t

nt∑
i=1

Φ∗i,j,tε̃it,

= n−1t

nt∑
i=1

Φ∗i,j,tβit(ft − E(ft|Ft−1)) + n−1t

nt∑
i=1

Φ∗i,j,tεit,

5



= n−1t

nt∑
i=1

{Φ∗i,j,tβit − Et−1(Φ∗i,j,tβit)}(ft − E(ft|Ft−1)) + n−1t

nt∑
i=1

Φ∗i,j,tεit

+{Et−1(Φ∗i,j,tβit)}(ft − E(ft|Ft−1)).

Denote f̃t
def
= (ft−E(ft|Ft−1)) and ψi,j,t

def
= {Φ∗i,j,tβit−E[(Φ∗i,j,tβit)|Gt−1]}, then we have the leading

term in the âj,t − aj,t as {Et−1(Φ∗i,j,tβit)}(ft − E(ft|Ft−1)), which is of order OP(1). So this term

explains the inconsistency of the estimator µ̂t(β) to µt(β). y

Remark 1.10 (Omitted factors). The omitted factor bias issue has been studied in Giglio and

Xiu (2021). In case of misspecification or mispricing, there exists non-smooth and non-exogenous

components in αit. We shall consider the following alternative procedure. Similar to Gagliardini,

Ossola, and Scaillet (2016), we can impose the following structure for the conditional expectation

of the factor ft i.e., E [ft| Gt−1] = ζt + Ψ>t z
f
t−1, where zft−1 is a vector of underlying factors, Ψt is

the loading, and µt is a time-varying mean. Thus we have

Rit = µt (βit) + β>it (ft − E [ft| Gt−1]) + εit

= µt (βit) + β>it

(
ft − ζt −Ψ>t z

f
t−1

)
+ εit

=
[
µt (βit)− β>it ζt

]
︸ ︷︷ ︸

smooth constant

+ β>it ft︸ ︷︷ ︸
term of interest

−
[
β>itΨ

>
t z

f
t−1

]
︸ ︷︷ ︸
control variables

+ εit.

Following the above model, we can modify the estimation procedure by controlling for the factors

Ψ>t z
f
t−1. Namely we run kernel regression of Rit on

(
1, f>t , z

f>
t−1

)>
. Then the second step is the

same as the previous steps, we can sort portfolios based on β̂it and take averages over time.

y

Remark 1.11 (Leave t0 out estimator.). In the beta sorting step, we shall use a leave t0 out

estimator to ensure that p̂t(β) is purely measurable to Ft−1. This is a theoretical arrangement to

facilitate our derivation of the property of the beta sorted estimator. In this remark we show that

this would not change the statistical property of the estimator in the first step. We define the leave

one out estimator to be

b̂i(−t0) = [
∑
t6=t0

(w(t, t0)XtX
>
t )]−1{

∑
t6=t0

w(t, t0)XtRit}.

Since we are using a one sided kernel, the estimator b̂i(−t0) only use information up to time t0 − 1.

Compared to the estimator

b̂it0 = [

T∑
t=1

(w(t, t0)XtX
>
t )]−1{

∑
t

w(t, t0)XtRit}.
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We can derive that

max
i,t0∈[bThc,T−bThc]

|̂bit0 − b̂i(−t0)|∞

≤ sup
t0
|(Th)−1Xt0X

>
t0 |∞|T [

∑
t6=t0

(w(t, t0)XtX
>
t )]−1|∞|T [

T∑
t=1

(w(t, t0)XtX
>
t )]−1|∞

max
i,t0
|T−1

∑
t6=t0

(w(t, t0)XtRit)|∞

+ sup
t0

max
i
|(Th)−1Xt0Rit0 |∞|[T−1

∑
t6=t0

w(t, t0)XtX
>
t ]−1|∞

.P (Th)−1T 1/q . rT .

We now show that b̂i(−t0) is close b̂i(−t0) in a uniform sense. Thus Theorem 2.6 and 2.7 still hold

under the same conditions. y

Since we have 1/Jt ∗ Jt2(Jt−1(δT + anT ) +
√
δTT

1/2q(n
−1/2
t J

−1/2
t )) = oP(δ2) and (1/Jt(ln,T /nt +

J−1t )J2
t (ln,T /nt)J

−1
t J2

t ) = oP(δ1).

Recall that δ1 =
√
anT + δTJt/

√
nt + anT + δT , δ2 = δT + anT +

√
δTT

1/(2q)n
−1/2
t J

1/2
t .

Assumption 14. Let εit =d σtηit conditional on Ft−1, with σ2t = E(ε2it|Ft−1), and ηit be a standard

Gaussian random variable defined on a proper probability space. Exists two positive constants

c, C > 0,

c ≤ min
j
σj ≤ max

j
σj ≤ C.

And we have δ1T +δ2T << 1/
√

log J. n
−1/2+1/(2q)
t

√
Jt <<

√
Jt
−1
. Moreover,

√
nt/Jt(h∨J−1t )→ 0.

Remark 1.12. Following the remark 1.6, δT + anT =
√

log T/
√
n ∨ h ∨

√
log(nuT )/

√
Th. The

above assumption implies that

J
3/2
t

√
anT + δT /

√
nt � 1,

and

anT + δT �
√
Jt
−1
.

y

Assumption 15. Assume that with probability one, Ent,j/σjs are bounded from the below and the

above for all t, j. supβ{σ̂(β)1/2−σ(β)1/2} = OP(rσ) for some constant rσ. Assume rσT
−1/2+1/2qJ

1/2q
a →

0 and rσ → 0. c ≤ infβ σ(β) = supβ σ(β) ≤ C. c ≤ minβ σ̃(β) = supβ σ̃(β) ≤ C. ‖Ent,j −
Ent,j−1‖2q ≤ cJ−1t , for a positive constant c > 0. ‖ft − E(ft|Ft−1)‖2q < C, for a positive C > 0.

Assume that the grid is βv = [β1, β2, · · · , βc/δ̃]. This corresponds to Ja,δ distinct value of β. We

shall assume that for avoiding singularity of the variance covariance matrix. We need to ensure
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that σ(βj , βj′) 6= σ(βj , βj) or σ(βj′ , βj′). Let [σ̂(βi, βi′)/σ̂
1/2(βi)σ̂(βi′)

1/2]i,i′
def
= ΣJa,δ,Ja,δ . We

shall assume that c < λmin(ΣJa,δ) < λmax(ΣJa,δ) < C ′, with C ′, c > 0. Let Ja,δ . exp(T ε
′
), with

ε′ = 1/9.

2 Results

2.1 Preliminary Technical Lemmas

We first show some useful lemmas.

Lemma 2.1 (Burkholder (1988); Rio (2009)). Let q > 1, q′ = min{q, 2}, and MT =
∑T

t=1 ξt, where

ξt ∈ Lq are martingale differences. Then

‖MT ‖q
′
q ≤ Kq′

q

T∑
t=1

‖ξT ‖q
′
q , where Kq = max{(q − 1)−1,

√
q − 1}.

Lemma 2.2 (Freedman’s inequality). Let ξa,i be a martingale difference sequence, Fi be the filtra-

tion and Va =
∑n

i=1 E(ξ2a,i|Fi−1) and Ma = max1≤l≤n
∑l

i=1 ξa,i, we have,

P(max
a∈A
|Ma| ≥ z) ≤

n∑
i=1

P(max
a∈A

ξa,i ≥ u) + 2 P(max
a∈A

Va ≥ v) + 2|A|e−z2/(2zu+2v). (2.1)

For a p− dimensional random variable Xjt, we define

‖Xj,.‖q,ς = supm0
(m0 + 1)ς

∑
m≥m0

δq,m(Xj,.) <∞.

Lemma 2.3 (Theorem 6.2 of Zhang and Wu (2017) Tail probabilities for high dimensional partial

sums). For a zero-mean p-dimensional random variable Xt ∈ IRp, let Sn =
∑n

t=1Xt and assume

that ‖|X·|∞‖q,ς <∞, where q > 4 and ς ≥ 0, and Φ2,ς = max
1≤j≤p

‖Xj,·‖2,ς <∞.

i) If ς > 1/2− 1/q, then for x &
√
n log pΦ2,ς + n1/q(log p)3/2‖|X·|∞‖q,ς ,

P(|Sn|∞ ≥ x) ≤ Cq,ςn(log p)q/2‖|X·|∞‖qq,ς
xq

+ Cq,ς exp

(
−Cq,ςx2

nΦ2
2,ς

)
.

ii) If 0 < ς < 1/2− 1/q, then for x &
√
n log pΦ2,ς + n1/2−ς(log p)3/2‖|X·|∞‖q,ς ,

P(|Sn|∞ ≥ x) ≤ Cq,ςn
q/2−ςq(log p)q/2‖|X·|∞‖qq,ς

xq
+ Cq,ς exp

(
−Cq,ςx2

nΦ2
2,ς

)
.
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Lemma 2.4 (Uniform rate). By Assumptions 1- 6, we have

sup
bThc≤t0≤T−bThc

T−1|A(t0)− EA(t0)|max .p (Th)−1(T 1/q + (Th log T )1/2), (2.2)

sup
bThc≤t0≤T−bThc

T−1|Ã(t0)− EÃ(t0)|max .p (Th)−1(T 1/q + (Th log T )1/2), (2.3)

max
i

sup
bThc≤t0≤T−bThc

T−1|B̃i(t0)− EBi(t0)|max .p (Th)−1(T 1/q + (Th log T )1/2), (2.4)

sup
bThc≤t0≤T−bThc

T−1|A(t0)− Ã(t0)|max .p

√
log T/(

√
T
√
h), (2.5)

max
i

sup
bThc≤t0≤T−bThc

T−1|Bi(t0)− B̃i(t0)|max .p

√
log(nuT )/(

√
T
√
h). (2.6)

Proof. As we have

T−1 sup
bThc≤t0≤T−bThc

|Ai(t0)− EAi(t0)|max

= supt0 |T
−1

T∑
t=1

{xtx>t − E(xtx
>
t )}w(t, t0)|max + supt0 |T

−1
T∑
t=1

{xtλ′(t/T )>}w(t, t0)|max

+supt0 |T
−1

T∑
t=1

{λ′(t/T )x>t }w(t, t0)|max

= I1 + I2 + I3.

Also by Assumption 6 we assume that Θm,2q(x.,l) = m−v, for 2v > 1/2 − 1/q, then we have by

Lemma A.3 as in Zhang and Wu (2012), we define rT = (Th)−1(T 1/q + (Th log T )1/2)

I1, I2, I3 .p rT .

We note that this results holds for nonstationary xt as well. Similarly (2.3) holds. (2.4) holds give

then fact that ‖x.εi. − x∗. ε∗i.‖q ≤ ‖εit‖2q‖xt − x∗t ‖2q for t 6= 0. Then we have ‖εit‖2q ≤ c.

The rate in (2.5) and (2.6) can be similarly proved by the Freedman’s inequality in 2.2 and similar

bounding technique following lemma 2.5.

Lemma 2.5 (Uniform rate). Assume ut and vit which are martingale differences over t (i ∈
1, · · · , n, t ∈ 1, · · · , T ). Let 2v > 1/2− 1/q. For a positive constant Cv, assume Θm,2q(u.) < Cv ,

and maxt ‖ut‖2q < Cv for q > 4. Θm,2q(v.) < Cv. Assume Θm,2q(vi.) < Cv , and maxt ‖vit‖2q < M

for q > 4. Θm,2q(v.) < Cv.

If we assume that T−1+2/q � h, then we have,

sup
bThc≤t0≤T−bThc

T−1|
T∑
t=1

w(t, t0)ut| .p (Th)−1/2(log T )1/2, (2.7)
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moreover if we have (T )2/q−1n2/q � h, then we have,

max
i

sup
bThc≤t0≤T−bThc

T−1|
T∑
t=1

w(t, t0)vit| .p (Th)−1/2(log T )1/2. (2.8)

Proof. We have by summation by part

max
t0
|(

T∑
t=1

utw(t, t0))| ≤ max
t0

max
t=t0−bThc≤`≤t0−1

|
∑̀
t=1

ut||
t0−1∑

t0−bThc

[bitw(t, t0)− bit−1w(t− 1, t0)]|

+ max
t0
|

t0∑
t=t0−bThc

ut|w(t0, t0).

Now since |
∑t0−1

t0−bThc[bitw(t, t0)−bit−1w(t−1, t0)]| ≤ bThc/(Th) . 1, due to the Lipschitz property

of bit, and the definition of kernel. Now apply the Freedman’s inequality in 2.2, to the term

maxt0 |
∑t0

t=t0−bThc ut| and maxt0 maxt0−bThc≤`≤t0−1 |
∑`

t=1 ut|, then the results follows from the

assumptions.

Let λ be a positive constant. Since we know that for martingales, we have

P(maxt0−bThc≤`≤t0−1 |
∑`

t=t0−bThc ut| ≥ 2λ) ≤ P(|
∑`

t=t0−bThc ut| ≥ λ), c.f. for example Theorem

2.4 Hall and Heyde (2014). Thus

maxt0 maxt0−bThc≤`≤t0−1 |
∑`

t=1 ut| . maxt0∈2bThc,3bThc,··· ,T−bThc |
∑t0

t=t0−bThc ut|.

Recall that ât = {Φ̂tΦ̂
>
t }−1{Φ̂tRt}, we now derive a linearization for the estimator a∗t at each

time point t. Recall that q̃jt =
∫ F−1

β,t (κjt)

F−1
β,t (κj−1t)

fβ,tdβ. []j denote the jth element of a vector.

2.2 Main Theorems

Theorem 2.6. Suppose Assumptions 1–6 hold, and let rT = (Th)−1(T 1/q +
√
Th log T ) → 0,

h→ 0, and log(nuT )/Th→ 0. Then,

max
1≤i≤n

sup
bThc≤t0≤T−bThc

∣∣̂bit0 − bit0∣∣ .P δT ,

where δT
def
= (rT +

√
log(nuT )/

√
Th+ h).

Theorem 2.7 (Asymptotic Normality). Let h
√
hT → 0, h → 0, Th → ∞, rAT + rT → 0 then,

under Assumptions 1-6, we have that

√
ThΣ

−1/2
b

(
b̂it0 − bit0

)
→L N(0, I). (2.9)

where rAT is defined in the Appendix.
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Lemma 2.8 (Rate of β̂(kj),t). Conditional on Gt−1, we have under Assumptions 7 and 8,

max
t,j

(β̂(kjt),t − F
−1
β̂,t

(κjt)) .p anT , (2.10)

max
t,j

(β̂(kjt),t − F
−1
β,t (κjt)) .p anT ∨ δT . (2.11)

In the following lemma, we show the uniform rate of the order statistics of β̂it. It shall be

noted that due to the Assumption 7, βits are conditionally independent and identically distributed

conditioning on Gt−1.

Recall that q̃jt =
∫ F−1

β,t (κjt)

F−1
β,t (κj−1t)

fβ,tdβ .p J
−1
t ≤ J−1 due to Assumption 7. In the following, we

show a few useful lemmas that facilitates further derivation. Denote δ̃T = (
√

log T/
√
n) ∨ h ∨

(
√

log(nuT )/
√
nTh).

To derive the rate of µ̂t, we shall define a few objects for the ease of derivations. We define

kjt = bntj/Jtc, κj = j/Jt. The following assumptions are imposed to ensure the proper rate of our

estimator. We denote na =
∑T

t=1 nt. Assume na � nT , and n, nu are of the same order.

Lemma 2.9. Conditional on Gt−1, given Assumptions 7 to 9, we have,

P(min
j
|β(kjt),t − β(kj−1t),t| > 2c−1β,min1/Jt)→ 0,

P(min
t

min
j
|β(kjt),t − β(kj−1t),t| > 2c−1β,min1/J)→ 0.

Also we have the bias term, with a slow varying term cnt,

max
t,j
|
nt∑
i=1

(1(β̂it ∈ P̂jt)− 1(βit ∈ Pjt))| .p max
t

√
nt
√
anT + δT cnt + nt(anT + δ̃T )/Jt

def
= ln,T ,

max
t
|[t|∞ .p 1/Jt ≤ 1/J.

Now we show the estimation accuracy of a few partial sums with the plugged in beta. Recall

that δ = (δT + anT )1/2
√

log qn/
√
n. The following lemma is for fixed time point, and conditioning

on Gt−1.

Lemma 2.10. Conditional on Gt−1, under Assumptions 7-10, we have,

H1 = n−1t Φ̂tβ̂t − n−1t Φ∗tβt = n−1t
∑
i

(Φ̂i,tβ̂it − Φ∗i,tβit) .p δ + (δ̃T + anT )/J
def
= h1,

H2 = n−1t β̂>t β̂t − n−1t βt
>βt = n−1t

∑
i

(β̂2it − β2it) .p δ̃T
def
= h2,

H3 = n−1t Φ̂>t ε̃t − n−1t Φ∗t ε̃t = n−1t
∑
i

(Φ̂i,tε̃it − Φ∗i,tε̃it) .p δ + (δ̃T + anT )/J = h1.
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We take the ‖.‖q norm of the above object. If we can ensure that |ε0−ε∗0||βu|‖∂f(β̃|F̃`−1)/(∂ε0∂β)‖q
decrease sufficient fast according to the lag `, then the conditions holds. We let δ′ = δ/

√
T . Define

NJ =
⋃
t=1··· ,T NJt . Recall that δT =

√
log qn/

√
nT ∨ h ∨

√
log(qn)/

√
nTh.

Lemma 2.11. Under Assumptions 7-8 and 10-11,

H̃1 = sup
z
T−1

∑
t

{n−1t p̂t(z)
>Φ̂tβ̂t − n−1t p̂t(z)

>Φ∗tβt}

= sup
z
T−1

∑
t

n−1t
∑
i

p̂t(z)
>(Φ̂i,tβ̂it − Φ∗i,tβit) .p δ

′ ∨ (anT /
√
T + δT )/J

def
= h′1,

H̃2 = T−1
∑
t

n−1t {β̂>t β̂t − βt>βt} = T−1
∑
t

n−1t
∑
i

(β̂2it − β2it) .p δT ,

H̃3 = sup
z
T−1

∑
t

{n−1t p̂t(z)
>Φ̂>t ε̃t − n−1t p̂t(z)

>Φ∗t ε̃t}

= sup
z
T−1

∑
t

n−1t
∑
i

p̂t(z)
>(Φ̂i,tε̃it − Φ∗i,tε̃it) .p δ

′ ∨ (anT /
√
T + δT )/(

√
TJ) = h′3,

H̃4 = |max
J∈BJ

T−1
∑
t

nt∑
i=1

(1(β̂it ∈ P̂jt)− 1(βit ∈ Pjt))| .p h
′
1.

Theorem 2.12. Conditional on Gt−1, under Assumptions 7-10,

[ât − a∗t − diag(q̃jt)
−1n−1t Φ∗t ε̃t]j = op(1). (2.12)

Assumption 16. Assume that supβ |σ̂(β)/E(σ̂(β))−1| = Op((log(nT ))−1) and 0 < c ≤ minβ |σ̂(β)/E(σ̂(β)| ≤
maxβ |σ̂(β)/E(σ̂(β)| ≤ C.

In the following, we present a lemma which shows the estimator σ̂(β) does not affect the accuracy

when plug in the the partial sums.

Lemma 2.13. Under assumption 16, we have

sup
β
|

1√
T

∑T
t=1{µ̂t(β)− µt(β)} − bias(β)

σ̂(β)1/2
−

1√
T

∑T
t=1{µ̂t(β)− µt(β)} − bias(β)

[E{σ̂(β)}]1/2
| →p 0.

Proof. Let

E(σ̂(β))
def
= T−1

T∑
t=1

Jt∑
j=1

E(p̂jt(β)E2
nt,jVar(ft−E(ft|Ft−1)))+T−1

T∑
t=1

Jt∑
j=1

n−2t
∑
i

E(p̂jt(β)q̃−2jt E(Φ∗i,j,tε
2
it|Gt−1))

Since supβ |σ̂(β)/E(σ̂(β))−1| = supβ |[{σ̂(β)/E(σ̂(β))}1/2−1][{σ̂(β)/E(σ̂(β))}1/2 +1]. The proof

step follows from showing first
1√
T

∑T
t=1{µ̂t(β)−µt(β)}−bias(β)

σ̂(β)1/2
is close to

1√
T

∑T
t=1{µ̂t(β)−µt(β)}−bias(β)

[E{σ̂(β)}]1/2 .
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The above two conditions imply the conclusion.

Theorem 2.14 (Leading term linearization). Suppose Assumptions 7-8 and 10-12 hold. Then,

uniformly in β,

1

T

T∑
t=1

{µ̂t(β)− µt(β)} =
1

T

T∑
t=1

p̂t(β)>[diag(q̃jt)
−1n−1t Φ∗t ε̃t] + OP((J−1 ∨ h)) + oP(T−1/2),

where the first term is the leading term and the second term is the bias term. Moreover,

1

T

T∑
t=1

p̂t(β)>[diag(q̃jt)
−1n−1t Φ∗t ε̃t]

=
1

T

T∑
t=1

p̂t(β)> diag(q̃jt)
−1 1

nt

nt∑
i=1

Φ∗i,tεit

+
1

T

T∑
t=1

p̂t(β)> diag(q̃jt)
−1 1

nt

nt∑
i=1

Φ∗i,tβit(ft − E(ft|Ft−1)).

Theorem 2.15 (Pointwise central limit theorem). Suppose Assumptions 1-6, 7-8 and 10-12 hold.

Then, pointwise in β,

1√
T

∑T
t=1{µ̂t(β)− µt(β)} − bias(β)

E(σ̂(β))1/2
→L N(0, 1),

where

σ̂(β)
def
= T−1

T∑
t=1

(

Jt∑
j=1

p̂j,t(β)E2
nt,jVar(ft−E(ft|Ft−1))+T−1

T∑
t=1

Jt∑
j=1

n−2t
∑
i

p̂j,t(β)q̃−2jt E(Φ∗i,j,tε
2
it|Gt−1)

and let

σ̂(β)
def
= σf (β) + σε(β)

and

bias(β)
def
= (T−1

T∑
t=1

p̂t(β)>(n−1t Φ∗tΦ
∗>
t )
−1

(n−1t Φ∗t [t) + T−1
T∑
t=1

p̂t(β)>diag(q̃j)
−1(n−1t (Φ̂tΦ̂

>
t − Φ̂tΦ

∗>
t )a∗t ))

which is a term of order (J−1 ∨ h).
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2.3 On the accuracy of the variance estimator.

Lemma 2.16. Under the conditions of Theorem B.6 and 2.14, for β1, β2 corresponding to J1, J2
respectively, we have

sup
β1,β2∈[βl,βu]

|σ̂FM(µ̂(β1), µ̂(β2))− σf (β1, β2)− σµ(β1, β2)| = oP(1/
√

log J).

We define the residual as ε̂it = Rit − µ̂t(βit). The first lemma shows that the residuals are

uniformly consistent to the true one and the variance estimator is valid as shown in the next

lemma.

Lemma 2.17. Under conditions of Theorem 2.6 and T 1/2q � Th, T 1/q �
√
Th, we have the

residuals satisfying,

max
t0
|ε̂it0 − εit0 | .p δTT

1/q = o(1). (2.13)

Recall that we define Gt−1 as a filtration and βit is conditionally iid conditioning on it. We define

E(ε2it|Ft−1) = E(ε2it|Gt−1) = σ2t . Let q̃jt = Et−1(Φ∗i,jt,t) = E(Φ∗i,jt,t|Gt−1), and E(Φ∗i,jt,tε
2
it)|Gt−1) =

σ2t q̃jt . We denote for any random variable X, Et−1(X) = E(X|Gt−1). Define the variance es-

timator for a fixed time point t as σ̂2jt = nt/Jt(
∑

i Φ̂i,jt,tε̂
2
it)(
∑

i Φ̂i,jt,t)
−2. We see that σ2jt =

1/Jt(Et−1(Φ∗i,jt,tε
2
it))(Et−1(Φ∗i,jt,t))

−2 = J−1t σ2t q̃
−1
jt

. The variance estimator of L̂t(β) on the whole

support of β is defined as σ̂t(β) =
∑

jt
p̂jt(β)σ̂2jt targeting at σt(β) =

∑
jt
p̂jt(β)σ2jt in the popula-

tion.

From Assumptions 7, we have minjt Jtq̃jt ≥ c, and Jt minjt Et−1(Φ∗i,jt,tε
2
it) ≥ c with probability

1. Let δ1 =
√
anT + δTJt/

√
nt + anT + δT , and δ2 = δT + anT +

√
δTT

1/(2q)n
−1/2
t J

1/2
t .

Lemma 2.18. Under the assumptions of Theorem 2.12,
√
δTT

1/(2q)n
−1/2
t J

1/2
t → 0, we have,

max
t

sup
β
|σt(β)− σ̂t(β)| .p δ1 + δ2 = o(1).

2.4 Test and theory on the difference estimator.

Next we discuss the procedure to test supβ1+β3=2β2 |µt (β1) − µt (β2) − [µt (β2)− µt (β3)] | = 0.

Let σ̂t(β1,2,3) =
∑

jt
[p̂jt(β1) + p̂jt(β3) − 2p̂jt(β2)]

2σ̂2jt . Also σt(β1,2,3) =
∑

jt
[p̂jt(β1) + p̂jt(β3) −

2p̂jt(β2)]
2σ2jt . We shall consider the test statistics

Tn,t(β1,2,3)
def
= sup

β1,β2,β3:β1+β3=2β2

|L̂t (β1)− L̂t (β2)−
[
L̂t (β2)− L̂t (β3)

]
−{Lt (β1)− Lt (β2)− [Lt (β2)− Lt (β3)]}|/[σ̂t(β1,2,3)1/2]|,

Tt(β1,2,3)
def
= sup

β1,β2,β3:β1+β3=2β2

|(p̂>t (β1)− 2p̂>t (β2) + p̂>t (β3)){diag[q̃jt]}−1{n−1t Φ∗t εt}
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/[σt(β1,2,3)
1/2]|,

Zt(β1,2,3)
def
= sup

β1,β2,β3:β1+β3=2β2

|
∑
jt

(p̂>jt(β1)− 2p̂>jt(β2) + p̂>jt(β3))Zjtσjt

/[σt(β1,2,3)
1/2]|,

where Zjt is a standard normal random variable.

Theorem 2.19. Under conditions of Theorem B.6 and Assumption 14, we have

sup
β∈[βl,βu]

M̂t(β)−Mt(β)√
Jtσ̂t(β)/nt

= sup
β∈[βl,βu]

p̂>t (β){diag[q̃jt]σt(β)1/2}−1{(
√
nt
√
J t)
−1Φ∗t εt}

+ oP(1/
√
Jt ∨
√
nth/

√
Jt ∨

√
nt/JtJ

−1
t ).

To approximate the quantile, we have,

sup
x∈R

∣∣∣P( sup
β∈[βl,βu]

Znt(β) ≤ x
)
− P

(
sup

β∈[βl,βu]
Zt(β) ≤ x

)∣∣∣→ 0.

Corollary 2.19.1. Under the conditions of Theorem 2.19 and Assumption 14, we have, conditional

on Ft−1,

sup
β1,β2,β3:β1+β3=2β2

√
nt/Jt|Tn,t(β1,2,3)− Tt(β1,2,3)| .p 1/

√
Jt ∨
√
nth/

√
Jt ∨

√
nt/JtJ

−1
t ,

sup
β1,β2,β3:β1+β3=2β2

√
nt/Jt|Tn,t(β1,2,3)− Zt(β1,2,3)| .p 1/

√
Jt ∨
√
nth/

√
Jt ∨

√
nt/JtJ

−1
t .

And

sup
x∈R
|P( sup

β1,β2,β3:β1+β3=2β2

Znt(β1,2,3) ≤ x)− P( sup
β1,β2,β3:β1+β3=2β2

Zt(β1,2,3) ≤ x)| → 0. (2.14)

Adopting the conditions and proofs as in Theorem 2.12. It is not hard to derive that, |{Φ̂tΦ̂
>
t }−1{Φ̂t(Φ

∗>
t L∗t )}−

L∗t |max .p Jtln,T /nt, |{Φ̂tΦ̂
>
t }−1{Φ̂tCt|max .p 1/Jt, and

|{Φ̂tΦ̂
>
t }−1[{Φ̂tεt} − {Φ∗t εt}]|max .p Jtln,T /nt. |({n−1t Φ̂tΦ̂

>
t }−1 − diag{q̃jt}−1){n−1t Φ∗t εt}|max .

|n−1t Φ∗t εt|max
√

log JtJ
3/2
t /
√
nt. The following corollary provides the theoretical support of the uni-

form confidence band.

We define Zt(β) =
∑

jt
p̂jt,t(β)Zjt , where Zjts are standard normal random variables.

Corollary 2.19.2. Under conditions of Theorem 2.12, and Assumption 14,

P(sup
β

√
nt/JtTc,t(β)− Zt(β) ≥ δlt ∨

√
Jt
−1

)→ 0,

P(sup
β

√
nt/Jt(L̂t(β)− L̂t(β)H

1
)/σ̂

1/2
t (β)− Zt(β) ≥ δlt ∨

√
Jt
−1

)→ 0,
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P(sup
β

√
nt/Jt(L̂t(β)− L̂t(β)H

2
)/σ̂

1/2
t (β)− Zt(β) ≥ δlt ∨

√
Jt
−1

)→ 0.

Moreover, the above the results implies that,

sup
x

P(sup
β

(
√
nt/JtTc,t(β) ≥ x)− P(sup

β
Zt(β ≥ x)→ 0, (2.15)

sup
x

P(sup
β

√
nt/Jt(L̂t(β)− L̂t(β)H

1
)/σ̂t(β)1/2 ≥ x)− P(sup

β
Zt(β) ≥ x)→ 0, (2.16)

sup
x

P(sup
β

√
nt/Jt(L̂t(β)− L̂t(β)H

2
)/σ̂t(β)1/2 ≥ x)− P(sup

β
Zt(β) ≥ x)→ 0. (2.17)

In the following we discuss how to make uniform inference on T−1
∑

t µt(β) by applying a strong

approximation of the leading term T−1
∑

t

∑
jt
p̂jt,t(β)(ft − E(ft|Ft−1))Ent,jt of T−1

∑
t{µ̂t(β) −

µt(β)}, (and recall that Ent,j = q̃−1jt E(Φ∗i,j,tβit|Gt−1)). As we can see that it is a partial sum of

martingale difference sequence. The term µ̂(β) − µ(β) is dominated by T−1
∑

t

∑
jt
p̂jt,t(β)(ft −

E(ft))Ent,jt though. Let J1 and J2 be two sequence of indices corresponding to two distinct evalua-

tion point β1 and β2. We shall provide results on approximating the maximum over a finite number

of points.

Lemma 2.20. We define EJ1 = (Ent,jt)t, where jt ∈ J1. And EJ2 = (Ent,jt)t (T × 1), where

jt ∈ J2. Σf = diag(Var(ft−E(ft|Ft−1))). Therefore CJ1,J2 = limT→∞T
−1E>J1ΣfEJ2 > 0. Recall that

Ja = |BJ| are the cardinality of BJ. So let Σ̃ be a matrix of dimension Ja× Ja with element CJ1,J2.

CJ,J = diag(Σ̃). Assume that Z̃J follows a normal distribution with N(0, diag(Σ̃)−1/2Σ̃diag(Σ̃)−1/2).

Under the conditions of Theorem 2.12, 2.14 and
√
T (1/J ∨ h)→ 0, we have

supx|P(max
J∈BJ
|T−1/2

∑
t

(CJ,J)
−1/2(âjt,t − a∗jt,t)| ≥ x)− P(max

J∈BJ
|Z̃J| ≥ x)| → 0. (2.18)

2.5 Theorems on the uniform inference for time average estimators

Lemma 2.21. Under the conditions of Theorem B.6, 2.14, Assumption 15 and
√
T (1/J ∨h)→ 0,

we have,

sup
x∈R

∣∣∣P( sup
β∈B

∣∣∣ 1√
TE[σ̂(β)]

T∑
t=1

(
µ̂t(β)− µt(β)

)∣∣∣ ≤ x)− P
(

sup
β∈B

∣∣GT (β)
∣∣ ≤ x)∣∣∣→ 0. (2.19)

Lemma 2.22. Under the conditions of Theorem B.6, 2.14, Assumption 15 and
√
T (1/J ∨h)→ 0,

we have,

sup
x∈R

∣∣∣P(∣∣∣TT ∣∣∣ ≤ x)− P
(∣∣T̃z∣∣ ≤ x)∣∣∣→ 0. (2.20)

The following theorem states that we can use the quantile of the Gaussian process supβ1,β2,β3 |G(β1,β2, β3)|
to approximate the distribution of our statistics of interest under the null. Thus the corresponding
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algorithm is listed as well afterwards.

Theorem 2.23. Assume the conditions of Theorem B.6, 2.14, Assumption 15, 13 and
√
Tnu/J(1/J∨

h) → 0. Also we define G(β1, β2, β3) as a Gaussian process with a finite number of jumps corre-

sponding to the value of β1, β2, β3, within each piece a standard normal distribution and across

different points of the process has correlation

Cov(β1,2,3, β
′
1,2,3)/(σD(β1,2,3)

1/2σD(β′1,2,3)
1/2).

sup
x
|P(| sup

β1,β2,β3

|T−1
T∑
t=1

√
Tnt/Jt{µ̂t(β1) + µ̂t(β3)− 2µ̂t(β2)

−(µt(β1) + µt(β3)− 2µt(β2))}/σ̂D(β1,2,3)
1/2 ≥ x)− P( sup

β1,β2,β3

|G(β1,β2, β3)| ≥ x)| → 0,

3 Proofs

3.1 Proof of Theorem 2.6.

Proof. We shall abbreviate supbThc≤t0≤T−bThc as supt0 in the following steps. Since

B̃i =
∑

t E(XtRit|Ft−1)w(t, t0) =
∑

t E(XtX
>
t |Ft−1)bitw(t, t0), due to the assumption 2. And by

summation by part maxi T
−1|B̃i −Bi|∞ . |T−1

∑
t E(XtX

>
t |Ft−1)w(t, t0)|∞

maxi |
∑

t0−bThc≤t≤t0−1(bit − bi(t−1))|. Because maxi |
∑

t0−bThc≤t≤t0−1(bit − bi(t−1))| ≤ hCβ by as-

sumption 5, we have T−1|B̃i −Bi|∞ . T−1|
∑

t E(XtX
>
t |Ft−1)Cβw(t, t0)|∞h.

As by assumption 1 to 5,

sup
t0
|E[T−1

∑
t

E[XtX
>
t |Ft−1]Cβw(t, t0)]|∞ ≤ C, (3.1)

where C is positive constant only depend on cλ,Cβ, and cx,q.

Moreover, |T−1
∑

t{E[XtX
>
t |Ft−1] − E(XtX

>
t )}w(t, t0)|∞ .p (Th)−1/2 ∨ (Th)−1+1/q, by Assump-

tion 6, and theorem 2 of Wu and Wu (2016). The .p depends on cθ. And similar uniform

arguments as in Lemma 2.4, supt0 |T
−1∑

t{E[XtX
>
t |Ft−1]− E(XtX

>
t )}w(t, t0)|∞ .p rT . Thus we

know maxi supt0 T
−1|B̃i −Bi|∞ = Op(h), provided that rT = op(1). Also we have

max
i

sup
t0
|Ã−1(B̃i −Bi)|∞ . |Ã−1Ã|∞max

i
|T−1

∑
t0−bThc≤t≤t0−1

(bit − bi(t−1))|∞ ≤ hCβ. (3.2)

Then we look the following term,

A−1Bi − Ã−1B̃i = −A−1(A− Ã)Ã−1Bi +A−1(Bi − B̃i). (3.3)

We denote |A|max = maxi,j |(A)i,j |, where ()i,j denote the element on ith row and jth column of a

matrix, and |A|∞ = maxi
∑

j(A)i,j .
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Recall assumption 2 and 4. We define the constant cx = 2σ2x
∫ 0
−1K(s)2ds. sf1 =

∑
t(ft −

E(ft|Ft−1))w(t, t0), and sf2 =
∑

t(f
2
t − E(f2t |Ft−1))w(t, t0).

A− Ã = [0, sf1; sf1, sf2]. (3.4)

Following Freedman’s inequality as in Lemma 2.2 and similar argument as in Lemma 2.4 in the

Appendix, we have,

sup
t0
|
∑
t

(ft − E(ft|Ft−1))w(t, t0)|| .p cT
√
cx
√
T log T/

√
h, (3.5)

for some large enough constant cT .

sf2 =
∑
t

2(xt − Et−1(xt−1))λ′(t/T )w(t, t0)

+
∑
t

{x2t − E(x2t |Ft−1)}w(t, t0),

.p λ′(t0/T )
√
T/h
√
cxcT +

√
T/h

√
E(x4t )

∫ 0

−1
K(s)2dscT .

Moreover supt0 sf2 .p λ
′(t0/T )

√
T log T/h

√
cxcT +

√
T log T/h

√
E(x4t )

∫ 0
−1K(s)2dscT as derived

in Lemma 2.4. Also

sup
t0
T−1|A− Ã|∞ .p c

′√log T/(Th)
def
= rAT , (3.6)

where c′ depends on cT ,
√
cx,
√

E(x4t )
∫ 0
−1K(s)2ds and λ′(t0/T ).

Now we look at Bi − B̃i. Assume E(ftεit|Ft−1) = 0, (implied by E(εit|Ft−1, xt) = 0 and

E(εit|Ft−1) = 0 in Asssumption 2). We can see that similarly for Bi − B̃i, we have,

Bi − B̃i =
∑
t

Xtεitw(t, t0) +
∑
t

(XtX
>
t − Et−1XtX

>
t )w(t, t0)bit. (3.7)

∑
tXtεitw(t, t0) is a summand of martingale difference sequence. Recall that we denote σ2ε(i/T ) =

E(ε2i ), σ
2
ε,0 = E(ε2t0). Thus again by Lemma 2.2 and 2.4, we have

max
i

sup
t0
|
T∑
t=1

εitw(t, t0)| .p cT

√
σ2ε,0

T log(nT )

h

∫ 0

−1
K2(s)ds. (3.8)

And according to Assumption 2, Lemma 2.2 and 2.4, we have E(ε2it|Ft−1, xt) = σ2ε(t/T,Ft−1), and
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Ext = 0.

max
i

sup
t0
|
T∑
t=1

ftεitw(t, t0)| .p cT {2σε,0λ′(t0/T ) ∨ σxσε,0}

√∫ 0

−1
K2(s)ds

√
T log(nT )/h. (3.9)

Moreover if rAT → 0,

max
i

sup
t0
|T−1

∑
t

(XtX
>
t − Et−1XtX

>
t )w(t, t0)bit − (A− Ã)bit0 |max ≤ sup

t0
|A− Ã|maxh = Op(rATh)

(3.10)

by Assumption 5.

Thus we have

max
i

sup
t0
|Bi − B̃i|2 .p rAT ,

due to the rate of |(A − Ã)|2 and the boundedness of bit0 as in Assumption 5. Assume that

λmin(T−1E(Ã)) > c−1 > 0, for a constant c. Since A and E(A) are symmetric real matri-

ces. We then have P(|TA−1|2 ≤ λmin(T−1A)−1 ≤ c) ≤ P(λmin(T−1A) ≥ c−1). Now since

λmin(T−1A) = min|v|2=1 |T−1Av|2 ≥ min|v|2=1 |E(T−1A)v|2 − max|v|2=1 |T−1{A − E(A)}v|2. Since

min|v|2=1 |T−1E(A)v|2 = λmin(T−1E(A)) > c−1, we need to show that max|v|2=1 |T−1{A−E(A)}v|2 ≥
c−1/2 with probability approach 1. This is shown in Lemma 2.4.

We now write

max
i

sup
t0
|A−1Bi − Ã−1B̃i|2 ≤ 2 max

i
sup
t0
T |A−1|2T−1|A− Ã|2T |Ã−1|2T−1|Bi|2T |A−1|2

+2 max
i

sup
t0
T |A−1|2T−1|Bi − B̃i|2.

The rate of T−1|A−Ã|2 is in view of equation (3.11), note that for fixed dimension matrix, the norm

as equivalent. Also we have T |A−1|2 ≤ (λmin(T−1A))−1 ≤ c by Assumption 3. maxt0 T |Ã−1|2 ≤
(mint0 λmin(T−1A)−maxt0 λmax(T−1(Ã−A)))−1 .p (c−1−rAT )−1, which is bounded by a positive

constant as T →∞. Regarding the rate of supt0 maxi T
−1|Bi|2, we have

sup
t0

max
i
T−1|Bi|2

≤ sup
t0

max
i
T−1|Bi − B̃i|2 + sup

t0
max
i
T−1|B̃i − EBi|2 + sup

t0
max
i

E(Bi)

.p rAT + rT + CB,

which is due to Lemma 2.4 and assumption 3.

Thus we have maxi supt0 |A
−1Bi − Ã−1B̃i|2 .p (rT +

√
log(nT )/

√
Th+ h).
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3.2 Proof of Theorem 2.7

Next we provide a pointwise central limit theorem for µ̂(β) which allows us to make pointwise

inference on the estimator of T−1
∑T

t=1 µt(.). We define Ent,j = q̃−1jt E(Φ∗i,j,tβit|Gt−1), which may

degenerate for some j. Recall that Et−1(Φ∗i,jt,t) = q̃jt = E(Φ∗i,jt,t|Ft−1).

Let f̃t = ft − E(ft|Ft−1),

ηt,nt(β) = E(σ̂(β))−1/2
∑
jt

p̂jt,t(β)(f̃tEnt,jt + q̃−1jt n
−1
t

∑
i

Φ∗i,jt,tεit).

Define

Tn,1(β) =
∑
jt

p̂jt,t(β)E(σ̂(β))−1/2
√
T
−1∑

t

(ft − E(ft|Ft−1))q̃−1jt n
−1
t

∑
i

Φ∗i,jt,tβit

and

Tn,2(β) =
∑
jt

p̂jt,t(β)E(σ̂(β))−1/2
√
T
−1∑

t

q̃−1jt n
−1
t

∑
i

Φ∗i,jt,tεit.

Then we have

Tn,1(β) + Tn,2(β) = E(σ̂(β))−1/2
√
T
−1∑

t

∑
jt

p̂jt,t(β)(f̃tEnt,jt + q̃−1jt n
−1
t

∑
i

Φ∗i,jt,tεit)

=
√
T
−1∑

t

ηt,nt(β).

Define an integer q ≥ 2+2δ. Recall that δq,m(X.) = maxt ‖Xt−X∗t−m‖q, where X∗t−m is replaced

with an iid copy at time point 0. Define Θm0,q(X.) =
∑

m≥m0
δq,m(X.). Let ξ > 0 be a positive

constant. Recall the definition of the dependence adjusted norm:

maxjt ‖p̂jt,.(β)f̃.Ent,jt‖q,ξ = maxjt supm0≥0m
ξ
0Θm0,q(p̂jt,.(β)f̃.Ent,jt) and similarly for maxi,jt ‖Φ∗i,jt,.εi.‖q,ξ.

Proof. Since we have already proved that maxi supt0 |Ã
−1(B̃i − Bi)|∞ ≤ hCβ. We just need look

at the term,

(b̂it0 − bit0)

= A−1Bi − Ã−1B̃i = −A−1(A− Ã)Ã−1Bi +A−1(Bi − B̃i) + Op(h),

= −A−1(A− Ã)Ã−1Bi +A−1(Bi − B̃i) + Op(h),

= −A−1(A− Ã)Ã−1(Bi − Ãbit0)−A−1{(A− Ã)bit0 − (Bi − B̃i)}+ Op(h),
def
= I11 + I12 + Op(h).

From the proof of Theorem 2.6, we have |I11|2 .p rATh. I12 = −A−1
∑

tw(t, t0)εitXt+Op(rATh).
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Thus we shall apply a martingale central limit theorem on the term

−(T−1A)−1
√
h/T

∑
tw(t, t0)εitXt, which correspond to the leading term of

√
Th(b̂it0 − bit0). We

shall prove that it is close to −(T−1E(A))−1
√
h/T

∑
tw(t, t0)εitXt.

For this purpose we check,

T (A−1 − (EA)−1) = −(I + (T−1EA)−1T−1(A− EA))−1(T−1EA)−1T−1(A− EA)(T−1EA)−1.

By Assumption 3, c−1 < λmin(T−1EA) ≤ λmax(T−1EA) < CA,max. Since we proved that T−1|A−
EA|2 .p rAT ∨ rT by Lemma 2.4. So we have

T−1|A−1 − (EA)−1|2 . c2rAT (1− c(T−1|A− EA|2)−1) .p c
2rAT ∨ rT .

Thus
√
T/h| −A−1

∑
tw(t, t0)εitXt−E(A)−1

∑
tw(t, t0)εitXt|2 .p rAT ∨ rT . As Op((rAT ∨ rT ∨

h) = op(1), by the assumption of this theorem. Then we have the elements of
√
ThΣ

−1/2
b (b̂it0 −

bit0) =
√
h/TΣ

−1/2
b Σ−1A

∑
tXtw(t, t0)εit + Op(1) as a martingale difference with respect to Ft−1 by

Assumption 2.

We shall use Corollary 3.1 in Hall and Heyde (2014), with η therein as 1. The following two

assumption are needed to be verified. For a constant c > 0,

i) E|h/T
∑

t E(ε2itw(t, t0)
2(e>l Σ

−1/2
b (ΣA)−1Xt)

2|Ft−1)− 1| → 0,

ii)
∑

t h/TE[(ε2itw(t, t0)
2(e>l Σ

−1/2
b (ΣA)−1Xt)

21{
√
hεitw(t, t0)(e

>
l Σ
−1/2
b (ΣA)−1Xt)/

√
T > c})|Ft−1]→

0.

For i) we have,

h/T
∑
t

E(ε2itw(t, t0)
2(e>l Σ

−1/2
b Xt)

2|Ft−1)

= e>l Σ
−1/2
b ΣbΣ

−1/2
b el + O(h)

= 1 + O(h).

Therefore i) holds under Assumption 1- 6 and h
√
hT → 0. ii) holds obviously when 1/Th → 0

under Assumption 1- 6 and w(t, t0)
2 . h−2. The desired results follow.

3.3 Proof of Lemma 2.8.

Proof. Recall from Theorem 2.6 we have the rate maxi supt |β̂it−βit| .p cnu(h+(Th)−1/2(log T )1/2) =

δT . Recall that we let kjt = bntj/Jtc, κjt = j/Jt. According to for example Corollary 21.5, page
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307, Van der Vaart (2000).

β̂(kjt),t − F
−1
β̂,t

(κjt) = −(Fβ̂,n,t(F
−1
β̂,t

(κjt))− Fβ̂,t(F
−1
β̂,t

(κjt)))/fβ̂,t(F
−1
β̂,t

(κjt)) + op(1/
√
nt). (3.11)

Let the set NJt = {F−1
β̂,t

(κjt)}jt=1,··· ,Jt . We denoteGn,β,t(x) =
√
nt(Fβ,n,t(x)−Fβ,t(x)). For sufficient

large constant cnut, we have,

|(Fβ̂,n,t(F
−1
β̂,t

(κjt))− Fβ̂,t(F
−1
β̂,t

(κjt)))/fβ̂,t(F
−1
β̂,t

(κj))|

≤ max
t
c−1β,min sup

|u|≤δT ,x∈NJt
(n
−1/2
t |Gn,β,t(x+ u)−Gn,β,t(x)|+ n

−1/2
t |Gn,β,t(x)|)

.p max
t
c−1β,min

√
δT log Jtcnut/

√
nt + Op(

√
log(T ∨ Jt)

√
nt
−1) = anT ,

where the second last line is due to Assumption 7 and the fact that |F−1
β̂,t

(κjt) − F−1β,t (κjt)| .p δT ;

the last line is due to the modulus of continuity by Lemma 2.3 as in Stute (1982), the Assumption

7 and the uniform inequality in Massart (1990) with the union bound. Recall that we define

anT = maxt(
√
δT log Jtcnut/

√
nt) ∨

√
log(T ∨ Jt)

√
nt
−1.

3.4 Proof of Lemma 2.9

Proof. Step 1 We define that U(k̃jt),t
is between U(kjt),t and U(kj−1t),t, and we have for the last line

1/Jt − 2/(Jt(nt + 1)) ≤ (kjt − kj−1t)/(nt + 1) ≤ 1/Jt + 2/(Jt(nt + 1)). Since U(kjt),t − U(kj−1t),t

follow beta distribution with parameter (kjt − kj−1t, nt + 1− (kjt − kj−1t)), therefore E[(U(kjt),t)−
(U(kj−1t),t)] = (kjt − kj−1t)/(nt + 1). Following B.10, in Bobkov, Gentil, and Ledoux (2001),

P(min
t

min
j
|β(kjt),t − β(kj−1t),t| > 2c−1β,min1/Jt)

≤ P(max
t

max
j
|β(kjt),t − β(kj−1t),t| > 2c−1β,min1/Jt)

≤
∑
t

Jt∑
j=1

P(|F−1β,t (U(kjt),t)− F
−1
β,t (U(kj−1t),t)| ≥ 2c−1β,min1/Jt)

≤
∑
t

Jt∑
j=1

P(f−1β,t (F
−1
β,t (U(k̃jt),t

))|(U(kj),t)− (U(kj−1t),t)| ≥ 2c−1β,min1/Jt)

≤
∑
t

Jt∑
j=1

P(c−1β,min|(U(kjt),t)− (U(kj−1t),t)− E((U(kjt),t)− (U(kj−1t),t))|

≥ 2c−1β 1/Jt − c−1β,minE((U(kjt),t)− (U(kj−1t),t)))

≤
∑
t

Jt∑
j=1

P(c−1β,min|(U(kjt),t)− (U(kj−1t),t)− E((U(kjt),t)− (U(kj−1t),t))|

≥ 2c−1β 1/Jt − c−1β,min(kjt − kj−1t)/(nt + 1))
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≤ 2TJu max
t

exp(−C ′(nt + 1)(c−1β,minJ
−1
t (1− (nt + 1)−1))2),

the above term is tending to 0 provided the fact that by Assumption 8, we have J−1 �
√
log TJ√
n+1

,

which implies that J−1t (1− (nt + 1)−1)�
√
log Jt√
nt+1

.

Conditioning on the event {maxt maxj |β(kjt),t − β(kj−1t,t)| ≤ 1/J}, which we can prove that the

probability is tending to 1, we have the following inequality,

max
t,j
|
nt∑
i=1

(1(β̂it ∈ P̂jt)− 1(βit ∈ Pjt))|

≤ max
t,j

√
nt|Gn,β̂,t(β̂(kjt),t)−Gn,β,t(β(kjt),t)|+

√
nt max

t,j
|Gn,β̂,t(β̂(kj−1t),t)−Gn,β,t(β(kj−1t),t)|

+

nt∑
i=1

(P (β̂it ∈ P̂jt)− P (βit ∈ Pjt)),

≤ max
t

2
√
nt sup
|u|≤anT+δT ,x∈NJt

|Gn,β,t(x+ u)−Gn,β,t(x)|

+

nt∑
i=1

(P (β̂it ∈ P̂jt)− P (βit ∈ Pjt)),

.p max
t

√
nt
√
anT + δT cnut + nt(anT + δ̃T )/Jt = ln,T ,

where the inequality is based on the rate of maxj,t |β̂(kjt),t−β(kjt),t| .p anT , and maxi,t |β̂it−βit| .p

δT . So according to the modulus of continuity by Lemma 2.3 as in Stute (1982).

Step 2 Recall that our population target is defined as,

a∗t = [E(Φ∗tΦ
∗>
t |Gt−1)]−1[E(Φ∗tµt(β.t)

>|Gt−1)].

Define σ(β.t)) as the sigma field of [βit]i. Also we define an intermediate version of the estimator

as,

ã∗t = [Φ∗tΦ
∗>
t ][E(Φ∗tR

>
.t |Gt−1, σ(β.t))].

Let µt(β.t) be 1× nt vector of [µt(βit)]
>
i . Moreover, we see the conditional version equals to,

E(Φ∗tR
>
.t |Gt−1, σ(β.t)) = E(Φ∗tR

>
.t |Gt−1, σ(β.t)) = Φ∗tµt(β.t)

>.

Thus we have the intermediate estimator defined as,

ã∗t = [Φ∗tΦ
∗>
t ]−1[Φ∗tµt(β.t)].

The bias term is thus expressed as,

[t(β) = µt(β)− p̂t(β)>a∗t = µt(β)− p̂t(β)>ã∗t + p̂t(β)>ã∗t − p̂t(β)>a∗t ,
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since

|µt(β)− pt(β)>ã∗t | ≤ max
j
|µt(β(kj,t),t)− µt(β(kj−1,t),t)|,

sup
β
|[t(β)| ≤ max

j
|µt(β(kj,t),t)− µt(β(kj−1,t),t)|+ |a

∗
t − ã∗t |∞

.p 1/Jt.

|a∗t − ã∗t |∞ = |[E(Φ∗tΦ
∗>
t |Gt−1)]−1[E(Φ∗tµt(β.t)

>|Gt−1)]− [Φ∗tΦ
∗>
t ]−1[E(Φ∗tR

>
.t |Gt−1, σ(β.t))]|∞

= |[E(Φ∗tΦ
∗>
t |Gt−1)]−1(Φ∗tΦ∗>t − E(Φ∗tΦ

∗>
t |Gt−1))[Φ∗tΦ∗>t ]−1[E(Φ∗tR

>
.t |Gt−1, σ(β.t))]+

|[E(Φ∗tΦ
∗>
t |Gt−1)]−1][−Φ∗tµt(β.t) + E(Φ∗tµt(β.t)

>|Gt−1)]|∞
.p J

−1
t ,

where the above inequality is due to Bernstein inequalities. Moreover, we have,

max
t,j
|µt(β(kjt),t)− µt(β(kj−1t),t)|,

≤ max
t,j

cα,min|β(kjt),t − β(kj−1t),t| .p 1/J,

where the last inequality follows from Assumption 9. And the last claim follows from the above

derivation. Thus the statement is proved.

Step 3 Analyzing
∑nt

i=1(P(β̂it ∈ P̂jt)− P(βit ∈ Pjt)).
We shall let

β̂it−βit = −e>2 (T−1E(A))−1
√
h/T

∑
t′

w(t′, t)εit′Xt′+Op(rATh)+e>2 b
′
i(t/T )E(XtX

>
t )h = vit+wit,

where the first term corresponds to the variance and the second term corresponds to the bias

term. vit is of order
√
Th
−1

and wit is of order h.

nt∑
i=1

(P(β̂it ∈ P̂jt)− P(βit ∈ Pjt))

=

nt∑
i=1

(P(βit ≤ F−1
n,β̂,t

(j/Jt) + (βit − β̂it))− P(βit ≤ F−1n,β,t(j/Jt)))

−
nt∑
i=1

(P(βit ≤ F−1
n,β̂,t

((j − 1)/Jt) + (βit − β̂it))− P(βit ≤ F−1β,t ((j − 1)/Jt))).
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Since,∑
i

[P(βit ≤ F−1
n,β̂,t

(j/Jt) + (βit − β̂it))− P(βit ≤ F−1n,β,t(j/Jt))]

=
∑
i

[P(βit ≤ F−1β,t (j/J) + F−1
n,β̂,t

(j/Jt)− F−1β,t (j/Jt) + (βit − β̂it))− P(βit ≤ F−1β,t (j/Jt))].

We let

F−1
n,β̂,t

(j/Jt)− F−1β,t (j/Jt) + (βit − β̂it) = cn,j,t + vit + wit.

cn,j,t = n−1t
∑
i

[1(β̂it ≤ F−1β,t (j/Jt))− P (β̂it ≤ F−1β,t (j/Jt))] + Op(
√
nt
−1).

Thus let c̃n,jt be a middle point between F−1
n,β̂,t

(j/Jt) + (βit − β̂it) and F−1β,t (j/Jt).

n−1t

nt∑
i=1

(P(βit ≤ F−1
n,β̂,t

(j/Jt) + (βit − β̂it))− P(βit

≤ F−1β,t (j/Jt))) = n−1t
∑
i

(fβ,t(c̃i,jt)(cn,j,t + vit + wit)) + Op(h+
√
ntTh

−1
+
√
nt
−1),

= n−1t
∑
i

(fβ,t(c̃i,jt)(cn,j,t)) + n−1t
∑
i

(fβ,t(c̃i,jt)vit)

+n−1t
∑
i

(fβ,t(c̃i,jt)wit) + Op(h+
√
ntTh

−1
+
√
nt
−1).

So we have,

nt∑
i=1

(P(β̂it ∈ P̂jt)− P(βit ∈ Pjt))

=

nt∑
i=1

(P(βit ≤ F−1
n,β̂,t

(j/Jt) + (βit − β̂it))− P(βit ≤ F−1n,β,t(j/Jt)))

−
nt∑
i=1

(P(βit ≤ F−1
n,β̂,t

((j − 1)/Jt) + (βit − β̂it)) + P(βit ≤ F−1β,t ((j − 1)/Jt)))

= n−1t [
∑
i

f ′β,t(ci,j,t)(F
−1
n,β̂,t

(j/J)− F−1
n,β̂,t

((j − 1)/J))(vit + wit)]

+Op(h/Jt +
√
ntTh

−1
/Jt +

√
nt
−1/Jt),

= n−1t [
∑
i

f ′β,t(ci,j,t)(F
−1
β,t (j/J)− F−1β,t ((j − 1)/J)− cn,j,t + cn,j−1,t)(vit + wit)]

+Op(h/Jt +
√
ntTh

−1
/Jt +

√
nt
−1/Jt).
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Let j̃/Jt be some value between (j − 1)/J and j/J . The leading term corresponding to the bias of

order h is as follows

limnt→∞ n
−1
t

∑
i f
′
β,t(ci,j,t)(F

−1
β,t (j/J)− F−1β,t ((j − 1)/J))wit

= limnt→∞ n
−1
t

∑
i f
′
β,t(ci,j,t)(fβ,t(F

−1
β,t (j̃/Jt)))wit/Jt = Op(h/Jt).

3.5 Proof of Lemma 2.10

Proof. We will need inequalities to bound the objects H1, H2, H3. We will adopt uniform concen-

tration inequalities as the following steps.

G1 :
def
= {fβ(u1, x) : 1(x− u1 ≤ β ≤ x+ u1)β, |u1| ≤ anT + δT , x ∈ NJt},

G2 :
def
= {fβ(u1) : (β + u1)

2 − β2, |u1| ≤ δT },

G3 :
def
= {fβ,ε(u1, x) : 1(β ≤ x+ u1)ε− 1(β ≤ x)ε, |u1| ≤ anT + δT , x ∈ NJt}.

Those are functional classes that are changing with respect to nt, T , and G1, G2, G3 are all bounded

functional class, and can be written trivially by the sum or product of two VC- classes, and therefore

of polynomial discrimination. Thus we let F1(β), F2(β), F3(β, ε) are envelope of the functional class

G1, G2 and G3. |f, g|1 = E|f − g|, |f, g|1,n = En|f. − g.| . Therefore exist a constant V such that.

Let F1 = E|F1(β)|, F2 = E|F2(β)|, and F3 = E|F3(β, ε)|. Moreover, let F1,n = |F1(β)|1,n, F2,n =

|F2(β)|1,n, and F3,n = |F3(β, ε)|1,n. N (εF1, G1, |.|1), N (εF2, G2, |.|1) andN (εF3, G3, |.|1,n) . (1/ε)V ,

and similarly N (εF1,n, G2, |.|1,n), N (εF2,n, G2, |.|1,n) and N (εF3,n, G3, |.|1,n) .p Jt(1/ε)
V .

We use the inequality as in Lemma 3.2 in van de Geer (2000).

We look at supx∈NJt ,|u1|≤anT+δT
n−1t

∑nt
t=1 1(x ≤ βit ≤ x+ u)εit(or replace εit with βit) and

supx∈NJt ,|u1|≤anT+δT
n−1t

∑nt
t=1{1(x ≤ βit ≤ x+u)βit−E(1(x ≤ βit ≤ x+u)βit)}. Since by Markov

plus Bernstein inequality,

P(n−1t
∑
i

εit ≥ ξn) ≤ P(max
i
|εit| ≥Mn) + P(

∑
i

εit1(εit ≤Mn) ≥ ξn)

≤
∑
i

E(ε2it/M
2
n) + C1 exp(−ntξ2n/(4σ2ε(t/T ) +Mnξn)).

Take ξn =
√
nt
−1cnt , and Mn =

√
ntcm, with cnt and cm are large enough constant.

We take the metric |f, g|2,n =
√
n−1t

∑
i(f(xi)− g(xi))2. We let G′1 :

def
= {fu1,x(β) : 1(x ≤ β ≤

x+ u1), |u1| ≤ anT + δT , x ∈ NJt}.

Since supx,|u1|≤δT+anT n
−1
t

∑nt
i=1 1(x−u1 ≤ βit ≤ x+u1) .p (δT+anT )∨(n

−1/2
t (δT+anT )1/2

√
log ntJt).

26



Thus supg∈G1
‖g‖n,2 ≤ (δT + anT )1/2 ∨ (n

−1/2
t (δT + anT )1/2

√
log ntJt)

1/2 ≤ (δT + anT )1/2 = R.

Then use the inequality as in Lemma 3.2 in van de Geer (2000) with |.|1,n replaced by |.|2,n. Then

the rate follows by setting,

δ̃ = Rcntcδ/
√
nt, (3.12)

ε = Rcntcε/
√
nt, (3.13)

K = M2
n, (3.14)

∫ R
ε/(4K)H

1/2(u,G′1, |.|nt,2)du ≤ RH1/2(ε/(4K), G′1, |.|nt,2) = R
√

log(V (anT + δT ) ∗ 4 ∗K/ε). To

make sure that
√
nt(δ − ε) ≥ Rσε

√
V log((anT + δT ) ∗ 4 ∗K/ε), we should set cnt �

√
log nuJu,

with proper choice of constant cδ − cε. We can achieve

sup
x∈NJt ,|u1|≤anT+δT

n−1t

nt∑
t=1

1(x ≤ βit ≤ x+ u1)εit .p δ. (3.15)

Moreover, for the term supx∈[βl,βu],|u1|≤anT+δT n
−1
t

∑nt
t=1{1(x ≤ βit ≤ x + u)βit − E(1(x ≤

βit ≤ x + u)βit)}, we can repeat the above steps by setting M = |βu| and thus
√
nt(δ̃ − ε) ≥

R|βu|
√
V log((anT + δT ) ∗ 4 ∗K/ε), we should set cnt �

√
log(ntJt). The choice of cδ and cε shall

be adapted. So we have

sup
x∈NJt ,|u1|≤anT+δT

n−1t

nt∑
t=1

{1(x ≤ βit ≤ x+ u)βit − E(1(x ≤ βit ≤ x+ u)βit)} .p δ. (3.16)

Since sup|u|≤anT+δT ,|x−y|≤1/J |n
−1
t

∑
i E{(1(x ≤ βit ≤ x+ u)− 1(y ≤ βit ≤ y + u))βit}| . (anT +

δT )/J , the above derivation in equation (3.15) and (3.16), and the third statement in Lemma 2.9

we can conclude that,

H1 = n−1t
∑
i

Φ̂i,t(β̂it − βit) + n−1t
∑
i

(Φ̂i,t − Φ∗i,t)βit,

.p δT (1/J ∨ ln,T /
√
n) + (δ + δ̃T /J + anT /J) ≤ δ + (δ̃T + anT )/J = h1,

H2 .p δ̃T = h2,

H3 ≤ sup
|u1|≤δT

|n−1t
∑
i

1(x ≤ βit ≤ x+ u)βit{ft − E[ft|Ft−1]}|

+ sup
|u1|≤δT

|n−1t
nt∑
i=1

1(x ≤ βit ≤ x+ u)εit|,

.p δ + (anT + δ̃T )/J + ln,T /nt ≤ δ + (δ̃T + anT )/J = h1.
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3.6 Proof of Lemma 2.11

Proof. We first order observations as ` = `(i, t0) =
∑t0−1

t=1 nt + i, 1 ≤ i ≤ nt, 1 ≤ t ≤ T . So

that we can order observation as the following εit → ε`. We now define the pooled filtration

Fβ`−1 = σ(βl : l = 1, · · · , `− 1). Recall the definition of the functional classes G1, G2, G3, which are

all bounded. jt ∈ 1, · · · , Jt is denoted as a particular indice of a partition interval at time point

t. We define the vector of indices as J = [j1, j2, j3, · · · , jT ], J ∈ BJ and we assume that |BJ| ≤ Ja,

where Ja = O(J). It is clear that if the Jt and nt are the same for each time then we can have

Ja = J .

We brief n` as ntT � na.

Define fH1(z) = T−1
∑

t n
−1
t

∑
i p̂t(z)

>[Φ̂i,tβ̂it−Φ∗i,tβit]. Denote a Bδ as a set of points in [βl, βu],

|Bδ| = Ja. We see that supzfH1(z) = supz|fH1(z)−fH1(π(z))|+supz∈Bδ |fH1(z)|, where π(z) is the

closest point of z in Bδ. Since supz|fH1(z)−fH1(π(z))| ≤ maxjt,t T
−1|n−1t

∑
i[Φ̂i,jt,tβ̂it−Φ∗i,jt,tβit] .

supz∈Bδ |fH1(z)|. It suffice to look at the rate of | sup|u|≤anT+δT maxJ∈BJ

∑
` n
−1
` {ψ`,jt(u)ε`}| and

| sup|u|≤anT+δT maxJ∈BJ

∑
` n
−1
` {ψ`,jt(u)β` − E(ψ`,jt(u)β`)}|.

We will show as follows that

| sup|u|≤anT+δT maxJ∈BJ

∑
` n
−1
` (ψ`,jt(u)β` − E(ψ`,jt(u)β`))| .p cn

√
log(nuJu)(anT + δT )/

√
na. We

define that ξ`(x, u) = (1(−u ≤ β̃`,jt ≤ +u)β`,jt), then we have,
∑

t

∑
i T
−1n−1t (1(−u ≤ β̃`,jt ≤

u)β`) =
∑

` n
−1
` ξ`(x, u). ξ`(x, u) − E(ξ`(x, u)|Fβ`−1) form a martingale difference sequence with

respect to the filtration Fβ`−1. The random object 1(−u ≤ β̃`,jt ≤ u)ε` is itself a martingale

difference, as E(ε`β`|Fβ`−1) = E(β`E(ε`|F`−1)|Fβ`−1) = 0. We now show the rate,

sup
x∈[βl,βu],|u|≤anT+δT

|
∑
`

n−1` ξ`(x, u)|.

We denote na =
∑

t nt. Denote the functional class Gna,1 = {f(.) : (β̃, β, u) → f(u) = (1(−u ≤
β̃ ≤ u)β), |u| ≤ anT + δT }. We denote the bracketing number N[](εna , Gna,1, |.|1,na), where |.|1,na is

the empirical norm with n−1a
∑

` |f` − g`| .

We shall separate to the following steps,

Step 1 We show that P∗(N[](εna , Gna,1, |.|1,na) ≤ Mna(εna)/4), with Mna(εna/4) being less (4(δT +

anT )/εna)V , for a fixed constant V .

Step 2

sup
x∈[βl,βu],|u|≤anT+δT

|
∑
`

n−1` ξ`(x, u)| ≤ εn + sup
ξ`(.)∈Gn,1,εn

|
∑
`

n−1` ξ`(x, u)|,

where Gn,1,εn collects all the εn lower brackets.

Step 3 We do a decomposition following

supξ`(.)∈Gna,1,εna

∑
` n
−1
` ξ`(x, u)
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= supξ`(.)∈Gna,1,εna

∑
` n
−1
` (ξ`(x, u) − E`−1ξ`(x, u)) + supξ`(.)∈Gna,1,εna

∑
` n
−1
` E`−1(ξ`(x, u) −

Eξ`(x, u)). The first term can be analyzed by Lemma 2.2 and the second term can be analyzed

by Lemma 2.3.

We assume the dependence adjusted norm of ‖ sup|u|≤anT+δT ξ.(x, u))‖q,α . (anT + δT )1/q. max Jt ≤
Ju, also for partitions with different grids for different time, the union combination of all values

shall not be exceeding Ja. Namely the partition lead to

T−1
∑

t n
−1
t

∑
i

∑
jt
pjt,t(z)(Φ̂i,jt,tβ̂it − Φ∗i,jt,tβit) taking on finite many values Ja exhausting z ∈

[βl, βu]. This is ensured by the partition to be not so different across time. Without loss of gener-

ality we shall prove with Jt � J for all t.

Step 1

For Step 1, we have that N[](εna/4, Gna,1,E|.|) . (4(δT + anT )/εna)V = M ′n(εna), for M ′n(εna)

number of brackets [f
(k)
l , f

(k)
u ], k ∈ 1, · · · ,M ′n(εna), with bounded functions defined as b(k) =

f
(k)
u − f

(k)
l , and E|b(i)| ≤ εna/4. Denote b

(i)
` as a function taking value at point i, t. We brief

M ′n(εna) to M ′n. Since the event lim supf∈G1,na
mini∈[1,··· ,M ′n] |f − f

(i)
u |1,na ≤ εna implies that

N[](εna , Gna,1, |.|1,na) ≤M ′n. Therefore E|f − π(f
(i)
u )| ≤ εna/4, where π(f

(i)
u ) is the adjacent upper

bracket f .

P(N[](εna , Gna,1, |.|1,na) ≤M ′n),

≥ P(lim sup
f∈G1,na

min
i∈[1,··· ,M ′n]

|f − f (i)u |1,na ≤ εna),

≥ P(lim sup
f∈G1,na

|f − π(f (i)u )|1,na ≤ εna),

≥ P(lim max
i∈1,··· ,M ′n

|b(i)|1,na ≤ εna).

We shall then analyze the event maxi∈1,··· ,M ′n |b
(i)|1,na ≥ εna .

P( max
i∈1,··· ,M ′n

|b(i)|1,na − E|b(i)|+ E|b(i)| ≥ εna) (3.17)

≤ P( max
i∈1,··· ,M ′n

|b(i)|1,na − E|b(i)| ≥ 3εna/4). (3.18)

We let |b(i)|1,na,.−1 =
∑

` E`−1
(b

(i)
` ). We then apply Lemma 2.2 and Lemma 2.3 again to the term

maxi∈1,··· ,M ′n |b
(i)|1,na − |b(i)|1,na,.−1 and maxi∈1,··· ,M ′n |b

(i)|1,na,.−1 − E|b(i)` |.

Due the specific definition of Gna,1, the brackets can be selected to ensure that E(El−1|b(i)|2) �
εna . We obtain that maxi∈1,··· ,M ′n |b

(i)|1,na − |b(i)|1,na,.−1 .p
√
εna
√

log(JaM ′n)cna/
√
na, where .p
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depend on βu, provided that (n−1a ∨ n
− q−2
q−1 )� εna . Also

max
i∈1,··· ,M ′n

|b(i)|1,na,.−1 − E|b(i)` | .p
√
εna
√

log(JM ′n)cna/
√
na ∨ cna log[M ′nJa]

1/2ε1/(2q)na na
1/q−1,

since the above rate � 3εna/4. Therefore with sufficiently large cna we have

∞∑
na=1

P( max
i∈1,··· ,M ′n

|b(i)|1,na − E|b(i)` | ≥ 3εna/4) <∞.

So by the Borel Cantelli Lemma, we can ensure that lim maxi∈1,··· ,M ′n |b
(i)|1,n ≤ εna happens almost

surely.

Step 2 This easily follows by definition of bracketing number.

Step 3 We show that

sup
ξl∈Gn,1,εn

|
∑
`

n−1` ξ`(x, u)| = sup
ξ`∈Gn,1,εn

|
∑
`

n−1` {ξ`(x, u)− E`−1ξ`(x, u)}|

+ sup
ξ`∈Gn,1,εn

|
∑
`

n−1` E`−1ξ`(x, u)} − Eξ`(x, u)}|.

maxi∈1,··· ,M ′n |b
(i)|1,na −|b(i)|1,na,.−1 .p

√
anT + δT

√
log(JaM ′n)cna/

√
na, where .p depend on βu.

Also

max
i∈1,··· ,M ′n

|b(i)|1,na,.−1−E|b(i)| .p

√
anT + δT

√
log(JaM ′n)cna/

√
na∨cna log[M ′nJa]

1/2(anT+δT )1/(q)n1/q−1a .

We shall pick that n−1a � εna �
√
anT + δT

√
log(JaM ′n)cna/

√
na, so that log(JaM

′
n) ≤ 2 log na.

We assume that√
anT + δT

√
log(JaM ′n)cna/

√
na � cna log[M ′nJ ]1/2(anT + δT )1/(q)n1/q−1a ,

which can be implied by

(anT + δT )� n−1a .

According to remark 1.6, this condition is implied by
√

log T/
√
n ∨ h ∨

√
log(nuT )/

√
Th� n−1a .

Then we have that

sup
x∈[βl,βu],|u|≤anT+δT

|
∑
`

ξ`(x, u)| .p

√
anT + δT

√
log(na)cna/

√
na

def
= δ′.

According to remark 1.6, δ′ = (
√

log T/
√
n ∨ h ∨

√
log(nuT )/

√
Th)1/2

√
log naCna/

√
na.

Recall that J = [j1, j2, j3, · · · , jT ], J ∈ BJ and |BJ| ≤ Ja. Denote Φ̂i,jt,t as Φ̂`,jt , and similar for
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Φi,jt,t and Φ∗i,jt,t.

sup
z
T−1

∑
t

n−1t p̂t(z)
>(Φ̂tβ̂t − Φ∗tβt)

= sup
z
T−1

∑
t

n−1t
∑
i

∑
jt

p̂jt,t(z)(Φ̂i,jt,tβ̂it − Φ∗i,jt,tβit)

≤ max
J∈BJ

T−1
∑
t

n−1t
∑
i

(Φ̂i,jt,tβ̂it − Φ∗i,jt,tβit)

≤ | sup
|u`|≤anT+δT

max
J∈BJ

∑
`

n−1` (Φ̂`,jtu`)|+ 2| sup
|u`|≤anT+δT

max
J∈BJ

∑
`

n−1` {ψ`,jt(u`)β` − E(ψ`,jt(u`)β`)}|

+|T−1
T∑
t=1

E{β̂it1(F−1
nt,β̂,t

(κjt−1) ≤ βit ≤ F−1nt,β̂,t
(κjt))}

−E{βit1(F−1β,t (κjt−1) ≤ βit ≤ F−1β,t (κjt))}|

.p cna

√
log(Ja)(anT + J−1a δT + cna)

√
log(naJa)(anT + δT )/

√
na

+J−1a (δT + anT /
√
T )

≤ δ′ + J−1a (δT + anT /
√
T )

where the last line of the rate is derived as above, and it follows similarly from step 3 Lemma 2.8.

Next we analyze the rate of T−1
∑

t n
−1
t

∑
i(β̂

2
it − β2it),

T−1
∑
t

n−1t
∑
i

(β̂2it − β2it)

≤ T−1
∑
t

n−1t
∑
i

[vit + wit][2βit + vit + wit]

.p (
√
nTh

−1
+ h),

where the last time follows from Lemma 2.2 and 2.3.

sup
z
T−1

∑
t

n−1t
∑
i

∑
jt

p̂jt,t(z)(Φ̂i,jt,tε̃it − Φ∗i,j,tε̃it)

≤ max
J∈BJ

T−1
∑
t

n−1t
∑
i

(Φ̂i,jt,tε̃it − Φ∗i,jt,tε̃it)

≤ 2 max
J∈BJ
|
∑
`

n−1` {(Φ̂`,jt − Φ∗`,jt)ε̃`}|

+ max
J∈BJ
|T−1

∑
t

(ft − E(ft|Ft−1))n−1t
∑
i

(Φ̂i,jt,t − Φ∗i,jt,t)βit|

.p cna
√

log(na)(anT + δT )/
√
na + (

√
T )−1h1,
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. cna
√

log(na)(anT + δT )/
√
na + (δT + anT )1/2

√
log qn/

√
nT + (δT + anT /

√
T )/J

. δ′,

where the last line of the rate will be derived as the above and partly follows from 2.2, and h1 is

derived in Lemma 2.10.

3.7 Proof of Theorem 2.12

Proof. We see that

[n−1t Φ∗t ε̃t]j = n−1t

nt∑
i=1

Φ∗i,j,tε̃it

= n−1t

nt∑
i=1

Φ∗i,j,tβit(ft − E(ft|Ft−1)) + n−1t

nt∑
i=1

Φ∗i,j,tεit

= Op(1/Jt) + Op(1/
√
ntJt).

Recall the definition Cnt = Φ̂tΦ̂
>
t and Dnt = Φ̂tε̃t. C̃nt = Φ∗tΦ

∗>
t and D̃nt = Φ∗t ε̃t.

ât − a∗t = C−1nt [Φ̂tΦ
∗
t − Cnt]a∗t + C−1nt Dnt + C−1nt [Φ̂t[t]. (3.19)

By equation (3.19), we have that

|ât − a∗t − diag(q̃jt)
−1Φ∗t ε̃t|max

= |{Φ̂tΦ̂
>
t }−1{Φ̂tε̃t} − (Φ∗tΦ

∗>
t )−1Φ∗t ε̃t|max

+|[(n−1t Φ∗tΦ
∗>
t )−1 − diag(q̃jt)

−1]n−1t Φ∗t ε̃t|max

+|{Φ̂tΦ̂
>
t }−1{Φ̂t[t}|max + |C−1nt [Φ̂tΦ

∗
t − Cnt]a∗t |max.

Step 1 We show the rate of |{Φ̂tΦ̂
>
t }−1{Φ̂tε̃t} − (Φ∗tΦ

∗>
t )−1Φ∗t ε̃t|max = op(1).

We define E[Φ∗t,i,jβit|Gt−1] =
∫ F−1

β,t (κjt )

F−1
β,t (κjt−1)

βdFβ,t(β)
def
= Eβ,j,t(u). Due to the boundedness of the

density function, we have Eβ,j,t(u) .p J
−1
t |βu|.

We first check the closeness of the first component which is denoted C−1nt Dnt − C̃−1nt D̃nt =

−C−1nt (Cnt − C̃nt)C̃
−1
nt Dnt + C̃−1nt (Dnt − D̃nt). Since the matrices (Cnt , C̃nt) involved are diago-

nal, |Cnt |max agrees with |Cnt |∞ and |Cnt |1.

So we prove that |C−1nt Dnt−C̃−1nt D̃nt |max ≤ |C−1nt |max|(Cnt−C̃nt)|max|C̃−1nt |max|Dnt |max+|C̃−1nt |max|(Dnt−
D̃nt)|max � 1. Recall the definition of h1, h2 in Lemma 2.10. Define h4

def
= 1/J2

t ∨ cnt/(Jt
√
ntJt) ∨

(cnt/
√
ntJt)

2, h̃4 = (cnt
√

log Jt/
√
ntJt) ∨ J−1t . It is not hard to see that h̃4 . J−2t and h4 . J−1t .
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First we have from Lemma 2.10, we have

|C̃nt − Cnt |max ≤ max
jt
|
nt∑
i=1

(1(β̂it ∈ P̂jt)− 1(βit ∈ Pjt))|

.p ln,T .

Recall that ln,T =
√
nt
√
anT + δTCnt + (anT + δT )nt/Jt. Moreover, from Lemma 2.10,

|Dnt − D̃nt |max ≤ |Φ̂tε̃t − Φ∗t ε̃t|max,

.p h1nt � J−1t nt.

From the rate in the Remark 1.6 and Assumption 9 the above two conditions are ensured. By

Bernstein inequality, we have maxj |[n−1t Φ∗tβt]j − q̃jt| .p cnt
√

log Jt/
√
ntJt, where cnt is a positive

constant.

Step 2 Recall that we denote q̃jt =
∫ F−1

β,t (κj)

F−1
β,t (κj−1)

fβ,tdβ .p J
−1
t . We have by Bernstein inequality,

maxj |n−1t
∑

t 1(βit ∈ Pjt)− q̃jt| .p cnt
√

log Jt/(
√
ntJt). Therefore we have by assumption 9,

|[(n−1t Φ∗tΦ
∗>
t )−1−diag(q̃jt)

−1]n−1t Φ∗t ε̃t|max .p cnt(
√

log Jt/
√
nJt)(J

2
t )(J−1t ∨

√
Jt log Jt/

√
ntJt)� 1.

We then show that the bias term {Φ̂tΦ̂
>
t }−1{Φ̂t[t} is very close to the term {n−1t Φ∗tΦ

∗>
t }−1(n−1t Φ∗t [t).

Also by the property of the partition estimator |[t|∞ .p 1/Jt(c.f. Lemma 2.9. ). Thus by similar

steps from the previous derivation we have that |{Φ̂tΦ̂
>
t }−1{Φ̂t[t}|max .p 1/J .

|C−1nt [Φ̂tΦ
∗
t − Cnt]a∗t |max <<p 1 by the assumption 10.

Thus the conclusion holds.

3.8 Proof of Theorem 2.14

Proof. We first analyze the leading term. We let ε1t = (βit(ft−E(ft|F)))i and recall that εt = [εit]i.

Then we have,

√
T
−1

T∑
t

p̂t(β)>[diag(q̃jt)
−1n−1t Φ∗t ]ε̃t

=
√
T
−1

T∑
t

p̂t(β)>[diag(q̃jt)
−1n−1t Φ∗t ]εt

+
√
T
−1

T∑
t

p̂t(β)>[diag(q̃jt)
−1n−1t Φ∗t ]ε

1
t ,
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by the assumption that q̃jt �p J−1t , and the fact that {Φ∗`,jtε`} is a martingale difference sequence

with respect to Fβ`−1. Apply Lemma 2.2 and by Assumption 8,

|T−1
T∑
t

p̂t(β)>[diag(q̃jt)
−1n−1t Φ∗t εt|max .p

1√
T
J(
√

log(naJ)/(
√
nJ)) .

1√
J
√
T
� 1/

√
T , (3.20)

and by Bernstein inequality and the assumption that E(βitΦ
∗
it) �p J−1,

|T−1
T∑
t

p̂t(β)>[diag(q̃jt)
−1n−1t Φ∗t ε

1
t |max = |T−1

∑
t

(ft − E(ft|Ft−1))[n−1t
∑
i

diag(q̃jt)
−1βitΦ

∗
it]jt|max

.p J{
√
T
−1

(1/J +
√

log(nuJa)/
√
nJ) ≤

√
T
−1

+
√
TJ
−1
≤
√
T
−1
.

Therefore by Assumption 9, the above object has rate
√
T
−1

, then

J
√
T
−1

(J−2 +
√

log(nuJa)/(J
√
nJ) + (

√
log(nuJa)/

√
nJ)2)� 1√

T
. The leading term T−1

∑
t(ft−

Eft|Ft−1)n−1t
∑

i βitΦ
∗
it .p

√
T
−1

.

First of all, we have that,

α̂(β)− α(β) = T−1
∑
t

{p̂t(β)>ât − p̂t(β)>a∗t },

= T−1
∑
t

p̂t(β)>(ât − a∗t ).

Recall that J = [j1, j2, j3, · · · , jT ], J ∈ BJ and |BJ| ≤ J .

We denote a∗jt(âjt) as the jt component of a∗t (ât).

We will evaluate [maxJ∈BJ T
−1∑

t{âjt − a∗jt}] in the upcoming derivation. By Assumption 11,

we have
√
anT /

√
T + δT

√
log(nJ)/

√
nt � J−1.

Now we have

T−1
∑
t

p̂t(β)>(ât − a∗t )

= T−1
∑
t

p̂t(β)>(C−1nt Dnt − C̃−1nt D̃nt)

−T−1
T∑
t

p̂t(β)>[(diag(q̃jt)
−1 − (n−1t Φ∗tΦ

∗>
t )−1)n−1t Φ∗t ε̃t]

+T−1
T∑
t

p̂t(β)>[diag(q̃jt)
−1n−1t Φ∗t ε̃t]

def
= I1 + I2 + I3.
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We now prove that |I1 + I2|max = op(1/
√
T ) and |I3|max = Op(1/

√
T ) .

We first check the rate of I1 which is denoted T−1
∑

t p̂t(β)>(C−1nt Dnt−C̃−1nt D̃nt) = −T−1
∑

t p̂t(β)>C−1nt (Cnt−
C̃nt)C̃

−1
nt Dnt + T−1

∑
t p̂t(β)>C̃−1nt (Dnt − D̃nt).

So |T−1
∑

t p̂t(β)>(C−1nt Dnt−C̃−1nt D̃nt)|max ≤ maxt{|C−1nt |max|C̃−1nt |max|Dnt |max}|T−1
∑

t p̂t(β)>(Cnt−
C̃nt)|max + maxt{|C̃−1nt |max}|T−1

∑
t p̂t(β)>(Dnt − D̃nt)|max. Recall that nu = maxt nt, na � nuT .

Thus by Lemma 2.11, we have

|max
J∈BJ

T−1
∑
t

[C̃nt − Cnt ]jt| ≤ |max
J∈BJ

T−1
∑
t

nt∑
i=1

(1(β̂it ∈ P̂jt)− 1(βit ∈ Pjt))|

.p h′1nu � (J−1nu).

Similarly by Lemma 2.11, we have

|max
J∈BJ

T−1
∑
t

[Dnt − D̃nt ]jt| ≤ |max
J∈BJ

T−1
∑
t

[Φ̂tε̃t − Φ∗t ε̃t]jt|

.p (h′3 + h′1(h1 + h̃4) +
√
T
−1
h̃4δT + h̃4/

√
T )nu � J−1

√
T
−1
nu.

Therefore

|I1| = | − T−1
∑
t

p̂t(β)>C−1nt (Cnt − C̃nt)C̃−1nt Dnt |+ |T−1
∑
t

p̂t(β)>C̃−1nt (Dnt − D̃nt)|

.p J
−2 max

t
|n−1t (Cnt − C̃nt)|max|max

J∈BJ
T−1

∑
t

n−1t [Dnt ]jt|

� J
√
T
−1
h̃4

.
√
T
−1
.

For the second term, we have

|I2| = max
t,jt
|(diag(q̃jt)

−1 − (n−1t Φ∗tΦ
∗>
t )−1)|max

J∈BJ
|T−1

T∑
t

[n−1t Φ∗t ε̃t]jt |

�p J2(
√

log qn/
√
nJ)
√
T
−1
h̃4

.
√
T
−1
.

So we have |I1|, |I2| �p

√
T
−1

.

Moreover, by equation (3.20), |I3| = Op(
√
T
−1

).

Now we look at I4. We denote Ẽnt = n−1t Φ∗t [t, and Ent = n−1t Φ̂t(I − Pβ̂,t)[t

|I4| ≤ |I4 − T−1
∑
t

p̂t(β)>(n−1t Φ∗tΦ
∗>
t )
−1

(n−1t Φ∗t [t)|+ |T−1
∑
t

p̂t(β)>D̃ntẼnt|
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≤ |T−1
∑
t

p̂t(β)>C−1nt (Cnt − C̃nt)C̃−1nt Ent |+ |T
−1
∑
t

p̂t(β)>C̃−1nt (Ent − Ẽnt)|

+ |T−1
∑
t

p̂t(β)>D̃ntẼnt|.

We know from Lemma 2.9 that maxt |[t|max .p 1/J . We have that |T−1
∑

t p̂t(β)>C−1nt (Cnt −
C̃nt)C̃

−1
nt Ent �p J

2(J
√
T )
−1

(J−1 ∨
√

log qn/n)1/J . J−1
√
T
−1

. Also |T−1
∑

t p̂t(β)>C̃−1nt (Ent −
Ẽnt)| .p J(δ′∨ (anT + δ̃T )/J)(1/J) . J−1∧

√
T
−1

. Let 1nt be a nt×1 vector of ones. For the term

T−1
∑

t p̂t(β)>(n−1t Φ∗tΦ
∗>
t )
−1

(n−1t Φ∗t [t), we have |maxJ∈BJ T
−1∑

t[((n
−1
t Φ∗tΦ

∗>
t )−1(n−1t Φ∗t1nt)]jt| .p

1.

Thus we have T−1
∑

t p̂t(β)>(n−1t Φ∗tΦ
∗>
t )
−1

(n−1t Φ∗t [t) .p J
−1. It follows that |I4| .p J

−1.

3.9 Proof of Theorem 2.15

Proof. Recall the definition that σ̂2jt = nt/Jt(
∑

i Φ̂i,jt,tε̂
2
it)(
∑

i Φ̂i,jt,t)
−2.

We see that σ2jt = 1/Jt(Et−1(Φ∗i,jt,tε
2
it))(Et−1(Φ∗i,jt,t))

−2. Recall that Et−1(Φ∗i,jt,t) = q̃jt.

Recall that σt(β) =
∑

jt
p̂jt(β)σ2jt , and σ̂t(β) =

∑
jt
p̂jt(β)σ̂2jt . σε(β) = T−1

∑
t Jtσt(β).

We have proved that the leading term [{n−1t Φ∗tΦ
∗>
t }−1(n−1t Φ∗t ε̃t)]j is close to [q̃−1jt n

−1
t

∑
i Φ∗t,i,j ε̃t]j .

Define for each t, the bin covering 0 as Bt,0. So there exists a point βt,0 ∈ Bt,0, F−1β,t (bjt,0/ntc) ≤ 0

and F−1β,t (b(jt,0 + 1)/ntc) ≥ 0. We let ε1it = βit(ft − E(ft|Ft−1)). First we prove the normality for

1(β 6∈ ∪tBt,0). Recall that we define Ent,jt = q̃−1jt E(Φ∗i,j,tβit|Gt−1). Then we have

[
√
T
−1∑

t

q̃−1jt n
−1
t Φ∗t ε̃t]jt

= [
√
T
−1∑

t

q̃−1jt n
−1
t

∑
i

Φ∗i,jt,tε
1
it +
√
T
−1∑

t

q̃−1jt n
−1
t

∑
i

Φ∗i,jt,tεit]

= [
√
T
−1∑

t

(ft − E(ft|Ft−1))q̃−1jt n
−1
t

∑
i

Φ∗i,jt,tβit +
√
T
−1∑

t

q̃−1jt n
−1
t

∑
i

Φ∗i,jt,tεit]

=
√
T
−1∑

t

(ft − E(ft|Ft−1))q̃−1jt n
−1
t

∑
i

(Φ∗i,jt,tβit − Ent,jt) +
√
T
−1∑

t

q̃−1jt n
−1
t

∑
i

Φ∗i,jt,tεit

+
√
T
−1∑

t

(ft − E(ft|Ft−1))Ent,jt

= Op(J
√

log qn/
√
nJ) + Op(

√
J/
√
n) +

√
T
−1∑

t

(ft − E(ft|Ft−1))Ent,jt

=
√
T
−1∑

t

(ft − E(ft|Ft−1))Ent,jt + op(1).
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By the Assumption 2 we have E(εit|Ft−1) = 0 and since we have E(f̃t|Ft−1) = 0. Then

E(ηt,nt(β)|Ft−1) = 0,

E(|ηt,nt(β)|) <∞.

Therefore by assumption 7, ηt,nt(β) are MDS with respect to Ft−1.

Now we shall verify the following, according to Corollary 3.1 in Hall and Heyde (2014),

E|1/T
∑
t

E(ηt,nt(β)2|Ft−1)− 1| → 0, (3.21)

and for ε > 0

1/T
∑
t

E(ηt,nt(β)21(ηt,nt(β)/
√
T > ε)|Ft−1)→p 0. (3.22)

Since the two terms Tn,1(β) and Tn,2(β) are uncorrelated, due to assumption 7,

E(ηt,nt(β)2|Ft−1) = E(E(σ(β))−1
∑
jt

p̂jt,t(β)f̃2t E
2
nt,jt |Ft−1)

+ E(E(σ(β))−1
∑
jt

p̂jt,t(β)q̃−2jt n
−2
t

∑
i

Φ∗i,jt,tε
2
it|Ft−1),

and

E(σ(β))−1
∑
jt

p̂jt,t(β)q̃−2jt n
−2
t

∑
i

Φ∗i,jt,tε
2
it|Ft−1) = E(σ(β))−1

∑
jt

p̂jt,t(β)q̃−2jt n
−2
t

∑
i

Φ∗i,jt,tE(ε2it|Ft−1).

We can proceed with the following steps. Thus the equation (3.21) holds by the definition of

σ(β), assumption 7 and the following steps. Let xt,nt = E(ηt,nt(β)2|Ft−1) − 1. We shall oper-

ate an MDS decompoisiton with respect to Gt−1. Thus we have E|1/T
∑

t E(ηt,nt(β)2|Ft−1)− 1| ≤
[E|1/T

∑
t E(ηt,nt(β)2|Ft−1)−1|(1+δ)]1/(1+δ) ≤

√
T (maxjt ‖p̂jt,.(β)f̃.Ent,jt‖q,ξ∨maxi,jt ‖Φ∗i,jt,.εi.‖q,ξ)T

−1 →
0, by Buckerholder inequality. Now we verify equation in (3.22).

We first show that,

E(ηt,nt(β)2+2δ) ≤ cE[E(σ(β))−1/2
∑
jt

p̂jt,t(β)(f̃tEnt,jt)]
2+2δ+

+cE[E(σ(β))−1/2
∑
jt

p̂jt,t(β)q̃−1jt n
−1
t

∑
i

Φ∗i,jt,tεit]
2+2δ(Buckerholder)

. c+ n
−(2+2δ)
t (σf (β) + nt

−1−δ)−1(
√
nt)

2+2δ,

where the last line is due to Lemma 2.1 and assumption 7. Then the central limit theorem follows.
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Then it holds that for all ε > 0,
∑

t E
[
(ηt,nt(β)/

√
T )2I

(
ηt,nt(β)/

√
T > ε

)]
→ 0, this hold ob-

viously due to E
[
(ηt,nt(β)/

√
T )2I

(
ηt,nt(β)/

√
T > ε

)]
≤ T−1−δE(|ηt,nt(β)|2+2δ/ε2δ) due to Markov

inequalities. Then we have 1/T
∑

t E(ηt,nt(β)21(ηt,nt(β) > Tε)|Ft−1)→p 0 due to

(1/T
∑

t{E(ηt,nt(β)21(ηt,nt(β) > Tε)|Ft−1) − E(ηt,nt(β)21(ηt,nt(β) > Tε))} →p 0). The central

limit theorem then holds.

3.10 Proof of Lemma 2.16

Proof. We shall define µ̃t(β) = p̂t(β)>a∗t . We define et(β) = p̂t(β)>diag(q̃jt)
−1n−1t Φ∗t ε̃t.

Let gt(β)
def
= µ̂t(β) − T−1

∑
t µ̂t(β), ht(β)

def
= µ̃t(β) + et(β) − T−1

∑
t(µ̃t(β) + et(β)). First we

show that

sup
β
T−1

∑
t

[µ̂t(β)− T−1
∑
t

{µ̃t(β)}]2 − T−1
∑
t

[µ̃t(β) + et(β)− T−1
∑
t

(µ̃t(β) + et(β))]2

= sup
β
T−1

∑
t

[gt(β)− ht(β)][gt(β) + ht(β)]

≤ sup
β

max
t
|gt(β) + ht(β)|(T−1

∑
t

|[gt(β)− ht(β)]|)

≤ sup
β

max
t
|gt(β) + ht(β)|2(T−1

∑
t

|µ̂t(β)− µ̃t(β)− et(β)|).

Thus under the conditions of Theorem 2.12 and 2.14, we have the rate

supβ max
t
|gt(β) + ht(β)|2|T−1

∑
t

|µ̂t(β)− µ̃t(β)− et(β)|| <<p 1.

Then we study the following,

T−1
∑
t

[µ̃t(β) + et(β)− T−1
∑
t

(µ̃t(β) + et(β))]2,

= T−1
∑
t

[µ̃t(β)− T−1
∑
t

(µ̃t(β))]2 + T−1
∑
t

[et(β)− T−1
∑
t

(et(β))]2

+2T−1
∑
t

{et(β)− T−1
∑
t

et(β)}{µ̃t(β)− T−1
∑
t

µ̃t(β)}].

= T−1
∑
t

[µ̃t(β)− T−1
∑
t

(µ̃t(β))]2 + sup
β
T−1

∑
t

[et(β)− T−1
∑
t

et(β)]2 + Op(1).

Since supβ T
−1∑

t[et(β)− T−1
∑

t et(β)]2 = supβ T
−1∑

t e
2
t (β)− (T−1

∑
t et(β))2.
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Similar to the Lemma 2.3 under the qth moment conditions of ft − E(ft|Ft−1), we have

sup
β

(T−1
∑
t

e2t (β)− (T−1
∑
t

et(β))2 − σ(β)) .p T
−1(J1/q

a + (T log Ja)
1/2)→ 0. (3.23)

Similarly we have T−1
∑

t[µ̃t(β)− T−1
∑

t(µ̃t(β))]2 − σµ(β)�p 1.

Thus the desire results follows.

We now show that the covariance estimator is consistent,

sup
β1,β2

T−1
∑
t

[gt(β1)gt(β2)− ht(β1)ht(β2)]

≤ sup
β1,β2

[|T−1
∑
t

|gt(β1)− ht(β1)|| ∨ |T−1
∑
t

|gt(β2)− ht(β2)||] max
t
{|gt(β1) ∨ ht(β2)|}.

Moreover, due to E(µt(β2)et(β1)) = 0, for any t and β1 and β2, we have

sup
β1,β2

T−1
∑
t

ht(β1)ht(β2)

= sup
β1,β2

T−1
T∑
t

et(β1)et(β2)− (T−1
T∑
t

et(β1))(T
−1

T∑
t

et(β2))

+ sup
β1,β2

T−1
T∑
t

µ̃t(β1)µ̃t(β2)− (T−1
T∑
t

µ̃t(β1))(T
−1

T∑
t

µ̃t(β2))

+ sup
β1,β2

T−1
T∑
t

µ̃t(β1)et(β2)− (T−1
T∑
t

µ̃t(β1))(T
−1

T∑
t

et(β2))

+ sup
β1,β2

T−1
T∑
t

µt(β2)et(β1)− (T−1
T∑
t

µ̃t(β2))(T
−1

T∑
t

et(β1))

= sup
β1,β2

T−1
T∑
t

et(β1)et(β2)− (T−1
T∑
t

et(β1))(T
−1

T∑
t

et(β2))

+ sup
β1,β2

T−1
T∑
t

µ̃t(β1)µ̃t(β2)− (T−1
T∑
t

µ̃t(β1))(T
−1

T∑
t

µ̃t(β2)) + Op(1).

Suppose that J1 and J2 corresponds to different bin indices according to β1 and β2 at time t. And

similar to the argument above,

T−1
T∑
t

et(β1)et(β2)− (T−1
T∑
t

et(β1))(T
−1

T∑
t

et(β2))− CJ1,J2 .p T
−1(J2/q

a + (T log J2
a )1/2)→ 0.
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sup
β1,β2

T−1
T∑
t

µ̃t(β1)µ̃t(β2)− (T−1
T∑
t

µ̃t(β1))(T
−1

T∑
t

µ̃t(β2))− σµ(β1, β2)

.p T
−1(J2/q

a + (T log J2
a )1/2) + 1/J → 0.

3.11 Proof of Lemma 2.17 and 2.18

Proof. We shall prove that the residual ε̂it0 is close to εit0 in a uniform manner over t0.

max
t0

(ε̂it0 − εit0) = max
t0

[1, ft0 ]>([
T∑
i=1

w(t, t0)XtX
>
t ]−1

T∑
i=1

w(t, t0)XtRit − bi(−t0)),

= max
t0

[1, ft0 ]>([

T∑
i=1

w(t, t0)XtX
>
t ]−1

T∑
i=1

w(t, t0)XtX
>
t (bit − bi(−t0))

+ max
t0

[1, ft0 ]>[
T∑
i=1

w(t, t0)XtX
>
t ]−1(

T∑
i=1

w(t, t0)Xtεit),

. δT max
1≤t0≤T

|ft0 |∞,

where recall that h ∨ rT ∨
√

log(qn)/
√
Th = δT , and rT = (Th)−1(T 1/q + (Th log T )1/2).

max
t0

(ε̂it0 − εit0) .p δTT
1/q. (3.24)

Proof to Lemma 2.18.

Proof. To prove the consistency of σ̂2jt , we have,

max
jt

(σ̂2jt − σ
2
jt),

= (max
jt

σ̂2jt − nt/Jt(
∑

Φ∗i,jt,tε
2
it)(
∑
i

Φ∗i,jt,t)
−2)

+(max
jt

nt/Jt(
∑

Φ∗i,jt,tε
2
it)(
∑
i

Φ∗i,jt,t)
−2 − σ2jt).

40



The second term follows from Bernstein inequality. For the first term, we have,

max
jt

σ̂2jt − nt/Jt(
∑

Φ∗i,jt,tε
2
it)(
∑
i

Φ∗i,jt,t)
−2,

= max
jt

nt/Jt(
∑
i

Φ̂i,jt,tε̂
2
it)(
∑
i

Φ̂i,jt,t)
−2 − nt/Jt(

∑
i

Φ̂i,jt,tε̂
2
it)(
∑
i

Φ∗i,jt,t)
−2

+ maxnt/Jt(
∑
i

Φ̂i,jt,tε̂
2
it)(
∑
i

Φ∗i,jt,t)
−2 − nt/Jt(

∑
Φ∗i,jt,tε

2
it)(
∑
i

Φ∗i,jt,t)
−2,

= I + II.

Among I and II, we derive the bound for the terms respectively,

I =

max
jt

1/Jt(n
−1
t

∑
i

Φ̂i,jt,tε̂
2
it)(n

−1
t

∑
i

Φ̂i,jt,t)
−2{(n−1t

∑
i

Φ̂i,jt,t)
2

−(n−1t
∑
i

iΦ
∗
i,jt,t)

2}(n−1t
∑
i

Φ∗i,jt,t)
−2,

= 1/Jt(n
−1
t

∑
i

Φ̂i,jt,tε̂
2
it)(n

−1
t

∑
i

Φ̂i,jt,t)
−2{(n−1t

∑
i

Φ̂i,jt,t)

−(n−1t
∑
i

Φ∗i,jt,t)}{(n
−1
t

∑
i

Φ̂i,jt,t) + (n−1t
∑
i

Φ∗i,jt,t)}(n
−1
t

∑
i

Φ∗i,jt,t)
−2,

= Op(1/Jt(ln,T /nt + J−1t )J2
t (ln,T /nt)J

−1
t J2

t ) = Op(
√
anT + δTJt/

√
nt + anT + δT ) = Op(δ1),

which is due to the derivations in Lemma 2.9, 2.10 and 2.17.

II

= max
jt

nt/Jt(
∑
i

Φ∗i,jt,t)
−2
∑
i

Φ̂i,jt,tε̂
2
it − Φ∗i,jt,tε

2
it),

= n/Jt(
∑
i

Φ∗i,jt,t)
−2{
∑
i

(Φ̂i,jt,t − Φ∗i,jt,t)ε
2
it +

∑
i

Φ∗i,jt,t(ε̂
2
it − ε2it)},

= nt/Jt(
∑
i

Φ∗i,jt,t)
−2{
∑
i

(Φ̂i,jt,t − Φ∗i,jt,t)ε
2
it +

∑
i

Φ∗i,jt,t(ε̂it − εit)(ε̂it + εit)},

= 1/Jt(n
−1
t

∑
i

Φ∗i,jt,t)
−2{n−1t

∑
i

(Φ̂i,jt,t − Φ∗i,jt,tε
2
it)

+ max
t0

(|n−1t
∑
i

Φ∗i,jt,t(ε̂it + εit))(ε̂it0 − εit0)|},

≤ 1/Jt(n
−1
t

∑
i

Φ∗i,jt,t)
−2{n−1t

∑
i

(Φ̂i,jt,t − Φ∗i,jt,t)ε
2
it + max

t0
n−1t

∑
i

Φ∗i,jt,t(ε̂it − εit)(ε̂it0 + εit0)},

.p 1/Jt ∗ J2
t (J−1t (δT + anT ) +

√
δTT

1/(2q)n
−1/2
t J

−1/2
t ),
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= Op(δT + anT +
√
δTT

1/(2q)n
−1/2
t J

1/2
t ),

= Op(δ2),

which is due to the derivations in Lemma 2.9, 2.10 and 2.17.

Thus we have the uniform rate for the variance estimator as follows,

max
jt

(σ̂2jt − σ
2
jt)

= I + II + max
jt

nt/Jt(
∑

Φ∗i,jt,tε
2
it)(
∑
i

Φ∗i,jt,t)
−2 − σ2jt

= max
jt

J−1t (n−1t
∑
i

Φ∗i,jt,tε
2
it − Et−2(Φ∗i,jt,tε

2
it))(n

−1
t

∑
i

Φ∗i,jt,t)
−2

+ max
jt

J−1t (n−1t
∑
i

Φ∗i,jt,t)
−2(n−1t

∑
i

Φ∗i,jt,t − q̃jt)(n
−1
t

∑
i

Φ∗i,jt,t + q̃jt)(q̃jt)
−2Et−1(Φ∗i,jt,tε

2
it)

.p cnt
√

log Jt/ntJtJ
−1
t J2

t + J−1t J2
t cnt

√
log Jt/ntJtJ

−1
t J2

t J
−1
t

. cnt
√
Jt log Jt/nt.

Since we have the following, then the above bounds can be applied to prove the uniform rate of

σt(β)− σ̂t(β).

sup
β
σt(β)− σ̂t(β) =

∑
jt

p̂jt(β)(σ2jt − σ̂
2
jt)

= max
jt
|σ2jt − σ̂

2
jt |.

Thus the results follows.

3.12 Proof of Theorem 2.19

Recall that σ̂2jt = nt/Jt(
∑

i Φ̂i,jt,tε̂
2
it)(
∑

i Φ̂i,jt,t)
−2.

We see that σ2jt = 1/Jt(Et−1(Φ∗i,jt,tε
2
it))(Et−1(Φ∗i,jt,t))

−2. Recall that Et−1(Φ∗i,jt,t) = q̃jt.

Recall that σt(β) =
∑

jt
p̂jt(β)σ2jt , and σ̂t(β) =

∑
jt
p̂jt(β)σ̂2jt .

For the test statistics
√
nt/
√
Jt{L̂t(β)− Lt(β)}/σ̂t(β)1/2.

1 We show that the leading term Znt(β)
def
=
√
nt/
√
Jt{(L̂t(β)− Lt(β))}/σ̂t(β)1/2

is
∑

jt
p̂jt(β)

√
1/(ntJt)q̃

−1
jt

∑
i Φ∗i,jt,tεit/σt(β)1/2. Namely, we have

sup
β

√
nt/
√
Jt(L̂t(β)− Lt(β))/σ̂t(β)1/2 = sup

β

√
nt/
√
Jtp̂
>
t (β){diag[q̃jt]σt(β)1/2}−1{n−1t Φ∗t εt}

+Op(
√
nt/(

√
JtJt) ∨

√
nth/

√
Jt ∨ 1/

√
Jt).
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2 We need to assume that εit are conditional iid on Ft−1. We show a coupling step for the

leading term in the previous step by conditioning on Ft−1. Namely∑
jt
p̂jt(β)

√
1/(ntJt)q̃

−1
jt

∑
i Φ∗i,jt,t(εit−σtηit)/σ

1/2
t (β) = op(n

−1/2+1/(2q)
t

√
Jt) is of small order

by applying a Komlós-Major-Tusnády (KMT) strong approximation argument. We let σ2t−1 =

E(ε2it|Ft−1), and ηit is iid standard random variable conditional on Ft−1. We can see that

εit =d σtηit conditional on Ft−1.

3 We shall prove that
∑

jt
p̂jt(β)

√
1/(ntJt)q̃

−1
jt

∑
i Φ∗i,jt,tσtηit/σ

1/2
t (β) which is conditional Gaus-

sian distributed and is close enough to a Gaussian random variable Zt(β). We define Zt(β) =∑
jt
p̂jt(β)Zjt , where Zjts are standard Gaussian random variable. The argument is due to

Gaussian maximal inequalities.

Step 1 Recall that δ1 =
√
anT + δTJt/

√
nt + anT + δT , δ2 = δT + anT +

√
δTT

1/(2q)n
−1/2
t J

1/2
t . We

first show that the standardization with estimated variance is negligible.

sup
β

√
nt/
√
Jt{L̂t(β)− Lt(β)}/σ̂1/2t (β)−

√
nt/
√
Jt{L̂t(β)− Lt(β)}/σ1/2t (β)

. sup
β
c(δ1 + δ2)|

√
nt/
√
Jt{L̂t(β)− Lt(β)}/σt(β)1/2|.

By the Bernstein inequality.

Let X1, . . . , Xn be independent zero-mean random variables. Suppose that |Xi| ≤ M (M is a

positive constant) almost surely, for all i. Then, for all positive t.

P

(
n∑
i=1

Xi ≥ t

)
≤ exp

(
−

1
2 t

2∑n
i=1 E

[
X2
i

]
+ 1

3Mt

)
(3.25)

If we assume that the q−th moment of ε2it is finite, then we shall study the inequalities on the

event A = {maxi ε
2
itΦ
∗
i,jt,t
≤M}. P (Ac) . nt/(M

qJt), by Assumption 2.

Let M = cntn
1/q
t /J

1/q
t , we have P (Ac) ≤ 1/(cqnt). Now apply Bernstein inequality, conditional on

Ft−1, we have

max
jt

n−1t
∑
i

(Φ∗i,jt,t − q̃jt) .p cnt
√

log Jt/ntJt.

max
jt

n−1t
∑
i

(Φ∗i,jt,tε
2
it − Et−1(Φ∗i,jt,tε

2
it)) .p cnt(

√
log Jt/ntJt + n

−1+1/q
t J

−1/q
t log Jt).

It is not hard to see that for q > 4, if Jt(log Jt)
2/nt . 1, by assumption 8, then we have

cnt(
√

log Jt/ntJt + n
−1+1/q
t J

−1/q
t log Jt) ≤ cnt

√
log Jt/ntJt.
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By Lemma 2.18, we have σ̂2jt − σ
2
jt
.p

√
Jt log Jt/nt

(1/σ̂t(β)1/2 − 1/σt(β)1/2) = ((σt(β)1/2 − σ̂t(β)1/2)/σ̂t(β)1/2σt(β)1/2).

We take the following steps,

√
nt/
√
Jt{L̂t(β)− Lt(β)}/σ̂t(β)1/2 −

√
nt/
√
Jt{L̂t(β)− Lt(β)}/σt(β)1/2,

=
√
nt/
√
Jt{L̂t(β)− Lt(β)}/σt(β)1/2(σt(β)1/2/σ̂t(β)1/2 − 1),

≤ |
√
nt/
√
Jt{L̂t(β)− Lt(β)}/σt(β)1/2||(σt(β)1/2/σ̂

1/2
t (β)− 1)|.

Thus

sup
β

√
nt/
√
Jt{L̂t(β)− Lt(β)}/σ̂t(β)1/2 −

√
nt/
√
Jt{L̂t(β)− Lt(β)}/σ1/2t (β)

≤ sup
β
|
√
nt/
√
Jt{L̂t(β)− Lt(β)}/σ1/2t (β)| sup

β
|(σ1/2t (β)/σ̂

1/2
t (β)− 1)|.

By assumption 14, we have,

P (sup
β
|(σt(β)1/2/σ̂

1/2
t (β)− 1)| ≥ x),

=P (max
jt
|(σjt/σ̂jt − 1)| ≥ x),

≤P (max
jt
|(σjt/σ̂jt − 1)(σjt/σ̂jt + 1)| ≥ x),

≤P (max
jt
|(σ2jt/σ̂

2
jt − 1)| ≥ x).

Since by Lemma 2.18

max
jt
|σ̂2jt − σ

2
jt | = Op((δ1 + δ2)).

The event for the positive constant c > 0 (defined in Assumption 14) happens with probability

approaching 1,

max
jt
|σ̂2jt − σ

2
jt | ≤ c/2.

We have, by Assumption 14, with probability approaching 1, ∀ jt, we have, exist a positive constant

c,

σ̂2jt ≥ σ
2
jt − c/2 ≥ c/2.

So we have,

P(max
jt
|(σ2jt/σ̂

2
jt − 1)| ≥ x),
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≤P(max
jt
|(σ2jt − σ̂

2
jt)| ≥ xc/2).

Thus we have

sup
β
|(σt(β)/σ̂t(β)− 1)| .p c(δ1 + δ2).

It is not hard to derive that under the conditions of Theorem 2.12. Similar to the derivation,

(L̂t(β)− Lt(β)) = p̂>t (β){diag[q̃jt]}−1{n−1t Φ∗t εt}+ Op(1/Jt ∨ h). (3.26)

Then

sup
β

√
nt/
√
Jt(L̂t(β)− Lt(β))/σt(β) = sup

β

√
nt/
√
Jtp̂
>
t (β){diag[q̃jt]σt(β)1/2}−1{n−1t Φ∗t εt}

+Op(
√
nt/(

√
JtJt) ∨

√
nth/

√
Jt ∨ 1/

√
Jt).

So the first step is proved.

Step 2 We now show the steps of strong approximation. We couple the sequence∑
jt
p̂jt(β)

√
nt/Jtq̃

−1
jt

∑
i Φ∗i,jt,tεit/σt(β)1/2 by

∑
jt
p̂jt(β)

√
nt/Jtq̃

−1
jt

∑
i Φ∗i,jt,t(σtηit)/σt(β)1/2 , where

εit =d σiηit conditional on Ft−1.

Now we cite a KMT type theorem to show that such a coupling exists.

Theorem 3.1. (Theorem 2.1, Berkes, Liu, and Wu (2014)) Assume that Xi ∈ Lp (p is an integer.)

with mean 0, p > 2, and there exists α > p such that

Θα,p :=
∞∑

j=−∞
|j|1/2−1/αδp/αj,p <∞

(δj,p is δj,p(Xi)). Further assume that there exists a positive integer sequence (mk)
∞
k=1 such that

Mα,p :=

∞∑
k=1

3k−kα/pm
α/2−1
k <∞,

∞∑
k=1

3kp/2Θp
mk,p

3k
<∞,

and

Θmk,p + min
l≥0

(
Θl,p + l3k(2/p−1)

)
= o

(
3k(1/p−1/2)

(log k)1/2

)
.

Then there exists a probability space (Ωc,Ac,Pc) on which we can define random variables Xc
i

with the partial sum process Scn =
∑n

i=1X
c
i , and a standard Brownian motion Bc(·), such that
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(Xc
i )i∈Z

D
= (Xi)i∈Z and (2.7),

Scn − σBc(n) = oa.s.

(
n1/p

)
in (Ωc,Ac,Pc) .

We can see that for iid data the dependence assumption naturally satisfies by assuming that εit

has finite qth moment, with q >4, and by Assumption 2, we have, conditional on Ft−1,

max
1≤l≤nt−1

|
l∑
i

(εit − σtηit)| = Op(n
1/(2q)
t ).

We define

K(β, βit) =
∑
jt

p̂jt(β)
√

1/(ntJt)q̃
−1
jt

Φ∗i,jt,t/σt(β)1/2.

Then conditional on Ft−1,by summation by part,

sup
β
|
∑
i

K(β, βit)(εit − σitηit)|

≤ sup
β
|
nt−1∑
i

[K(β, β(i)t)−K(β, β(i−1)t)]| max
1≤l≤nt−1

|
l∑
i

εit − σitηit|+K(β, β(nt)t)|
nt∑
i

εit − σtηit|

. max
1≤l≤nt−1

|
l∑
i

(εit − σtηit)|
√
Jt/nt

.p n
−1/2+1/(2q)
t

√
Jt.

Step 3,

We now show that the conditional normal process
∑

iK(β, βit)(σtηit) =d

√∑
iK(β, βit)2Z

def
=

Znt (Z is a standard normal variable) is close enough to the Gaussian variable Zt(β), which we

show by Gaussian maximal inequalities. Recall that we define Zt(β) =
∑

jt
p̂jt(β)Zjt (Zjts are iid

standard normal random variable) as a conditional Gaussian process, conditional on Gt−1, Zt(β) is

conditional Gaussian process. Recall σ2jt = q̃−1jt σ
2
t /Jt, and σt(β)1/2 =

∑
jt
p̂jt(β)σjt . βjt lies in the

interior point of P̂jt . Recall that βjt are some interior point for each partition jt. Since we know

that by Gaussian Maximal inequality, conditional on Ft−1,

P(sup
β
|
∑
i

{K(β, βit)σtηit} − Zt(β)| ≥ x|Ft−1),

.
√

log Jt max
jt
|σt
√∑

i

K(βjt , βit)
2 − 1|,
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≤
√

log Jt max
jt
|
∑
i

K(βjt , βit)
2σ2t − 1|,

≤
√

log Jt max
jt

(nt)
−1|
∑
i

(q̃−1jt Φ∗i,jt,t − 1)|,

.p

√
log Jt

√
Jt
√

log Jt/
√
nt.

Step 4, We shall look at

sup
x

P(sup
β
Znt(β) ≤ x)− P(sup

β
Zt(β) ≤ x). (3.27)

Define a positive constant ξ > 0.

sup
x
|P(sup

β
Znt(β) ≤ x)− P(sup

β
Zt(β) ≤ x)|

≤ |P(sup
β
|Znt(β)− Zt(β)| ≥ ξ)|+ | sup

x
P(x ≤ sup

β
Zt(β) ≤ x+ ξ)|.

Due to the anticoncentration property of Z(β) conditional on Ft−1 as in Lemma 3.2, and the

dominant convergence theorem, we have, for ξ .
√
Jt
−1

| sup
x

P(x ≤ sup
β
Zt(β) ≤ x+ ξ)|,

|E(sup
x

P(x ≤ sup
β
Zt(β) ≤ x+ ξ|Ft−1))|,

| sup
x

EP(x ≤ sup
β
Zt(β) ≤ x+ ξ|Ft−1)|,

.p

√
log Jt/

√
Jt,

Notice that supβ Zt(β) = maxjt Zjt . The above statement is derived based on Lemma 3.2. In

particular, we have Xj = Zjt , σj = σjt . From Assumption 14, we have minjt σjt > 0. Also

ε = ξ > 0 as the correspondence the Lemma. E[maxjt Zjt/σjt ] .
√

log Jt by Gaussian maximal

inequality.

Define L (max1≤j≤pXj , ε) = supt P(|maxj Xj − t| ≤ ε).

Theorem 3.2. (Anti-concentration: Chernozhukov, Chetverikov, Kato, et al. (2013)). Let (X1, . . . , Xp)
T

be a centered Gaussian random vector in Rp with σ2j := E
[
X2
j

]
> 0 for all 1 ≤ j ≤ p. Moreover,

let σ := min1≤j≤p σj , σ̄ := max1≤j≤p σj, and ap := E [max1≤j≤p (Xj/σj)] (i) If the variances are all

equal, namely σ = σ̄ = σ, then for every ε > 0

L
(

max
1≤j≤p

Xj , ε

)
≤ 4ε (ap + 1) /σ
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(ii) If the variances are not equal, namely σ < σ̄, then for every ε > 0,

L
(

max
1≤j≤p

Xj , ε

)
≤ Cε

{
ap +

√
1 ∨ log(σ/ε)

}
where C > 0 depends only on σ and σ̄.

Since supξ |P(supβ |Znt(β)−Zt(β)| ≥ ξ)−P(supβ |Znt(β)−Zt(β)| ≥ ξ|Ft−1)| →p 0, which follows

similar arguments as in the proof of Theorem SA-4.1, Cattaneo, Crump, Farrell, and Feng (2022).

3.13 Proof of Corollary 2.19.1 and 2.19.2

The proof is similar to the previous paper and therefore omitted.

3.14 Proof of Lemma 2.20

Proof. Since by Theorem 2.14, we have

T−1/2
∑
t

(µ̂t(β)− µt(β)) = T−1/2
∑
t

∑
jt

p̂jt,t(β)(ft − E(ft|Ft−1))Ent,jt + op(1). (3.28)

Now we can use Theorem 3.3 to conduct our uniform inference for beta sorting estimators. The

strong approximation results can be applied on the term T−1/2
∑

t

∑
jt
p̂jt,t(β)(ft−E(ft|Ft−1))Ent,jt .

From any J1, J2 ∈ BJ.

Assume that Z̃t,j follows a normal distribution withN(0,diag(Σ̃)−1/2Σ̃diag(Σ̃)−1/2), c ≤ λmin(Σ̃) ≤
λmax(Σ̃) ≤ C,

max
J∈BJ
|T−1/2

∑
t

C
−1/2
J,J (ft − E(ft|Ft−1))Ent,jt − Z̃J| = Op(T

−ε′), (3.29)

where ε′ is a constant between 1/6 to 0. Σ̄ = diag(Σ̃)−1/2Σ̃diag(Σ̃)−1/2.

3.15 Proof of Corollary 2.21

Proof. For a constant δ > 0 (defined within the proof only).

Let ŨT (β) = T−1/2
∑

t σ̂(β)−1/2(µ̂t(β)− µ̂t(β)).

Denote

UT (β) = T−1/2
∑
t

σ̂FM (β, β)−1/2(µ̂t(β)− µ̂(β)). (3.30)
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We shall derive

P(sup
β

ŨT (β) ≥ x)− P(sup
β
GT (β) ≥ x)

≤ P(sup
β
|ŨT (β)−GT (β)| ≥ δ) + sup

x
P(x ≤ sup

β
GT (β) ≤ x+ δ).

Define U∗T (β) = T−1/2
∑

t σ(β)−1/2(µ̂t(β) − µt(β)). Next we shall study supβ ŨT (β) with the

replaced true σ(β). Since P(supβ |ŨT (β) − GT (β)| ≥ δ) ≤ P(supβ |ŨT (β) − U∗T (β)| ≥ δ/2) +

P(supβ |U∗T (β) − GT (β)| ≥ δ/2). From Assumption 15, we have that supβ |ŨT (β) − U∗T (β)| ≤
(σ(β)−1/2 − σ̂(β)−1/2)(T−1/2

∑
t(µ̂t(β) − µt(β))) . Op(rσ) supβ |U∗T (β)| . rσT

−1/2+1/2qJ
1/2q
a .

T−ε
′
.

For the term P(supβ |ŨT (β)−GT (β)| ≥ δ) we analyze via a linearization following Theorem 2.14

and strong approximation to the leading term. For the term supx P(x ≤ supβ GT (β) ≤ x + δ)

we study via anticoncentration inequalities for Gaussian processes (c.f. Lemma 3.2.) Because of

Assumption 15 and there are at most Ja jumps in the limiting process (recall Ja is the number com-

bined intervals over time), we have for δ .
√
J
−1

, supx P(x ≤ supβ GT (β) ≤ x+ δ) .
√

log Ja/
√
J .

Next we study, P(supβ |ŨT (β)−GT (β)| ≥ δ). For a fine enough grid on the interval [βl, βu]. For a

small positive constant δ̃, we denote the grids as Bδ̃ = [β1, β2, · · · , βc/δ̃], and π(β) denotes the closest

point of β in terms of the absolute norm |.|. We select the partition such that GT ◦ πδ̃(β) = ZJ.

Denote πδ̃(β) as the closest point of β in terms of metric |.| in Bδ.

Recall that we let ŨT (β)
def
=
√
T{µ̂(β)− T−1

∑
t µt(β)}/σ̂1/2(β). We define σ(β)−1/2GT (β) as a

Gaussian process on a proper probability space with covariance σ(β1)
−1/2σ(β1, β2)σ(β2)

−1/2.

Define ŨT ◦ πδ̃(β) as the process ŨT evaluated at the grid points Bδ̃.

The following relations will be proved below for some 1/6 > ε′ > 0 and some J →∞ :

• (Coupling with a Normal Vector)let the limit variance covariance matrix be Σ(βJ) = limT→∞Cov(ŨT ◦
πδ̃(βJ), denote J as the number of elements within Bδ̃, there exists GT ◦πδ(βJ) ∼ N (0,Σ(βJ))

such that

r2 = |ŨT ◦ πδ̃(βJ)− ZJ|∞ = Op(T
−ε′ ∨

√
T (J−1 ∨ h)) = o

(
T−ε

′
)

;

The follow steps proves the statement (1). Denote for a small enough positive constant ε

β̂(j),t = F−1
β̂,t

(j/Jt),

β̂−(j),t = F−1
β̂,t

(j/Jt)− ε.
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We denote BJ as the collection β̂(j),t for all jt and t. Thus we have,

sup
β∈[βl,βu]

|
√
T
∑
t

{µ̂t(β)1/2 − µt(β)}/σ̂(β)1/2 −
√
T{µ̂t(π(β))− µt(π(β))}/σ̂(π(β))1/2|

≤ sup
β∈[βl,βu]

|
√
T
−1
{
∑
t

∑
jt

{p̂jt,t(β)Ent,jt/σ̂(β)1/2 − p̂jt,t(π(β))Ent,jt/σ̂(π(β))1/2}{ft − E(ft|Ft−1)}|

+op(T
−1/2+1/2q).

Moreover for the leading term we have,

√
T
−1

max
β∈BJ

|
T−1∑
t=l

(
∑
jt

p̂jt,t(β)Ent,jt/σ̂(β)1/2 −
∑
jt

p̂jt,t(β
−)Ent,(jt−1)/σ̂(β−)1/2){ft − E(ft|Ft−1)}|

≤
√
T
−1

max
β∈BJ

|
∑
t

(
∑
jt

p̂jt,t(β)Ent,jt/σ̂jt −
∑
jt

p̂jt,t(β
−)Ent,(jt−1)/σ̂jt−1){ft − E(ft|Ft−1)}|

≤
√
T
−1

max
β∈BJ

|
∑
t

[(
∑
jt

p̂jt,t(β)Ent,jt/σ̂jt −
∑
jt

p̂jt,t(β)Ent,jt/σjt −
∑
jt

p̂jt,t(β
−)Ent,(jt−1)/σ̂jt−1

+
∑
jt

p̂jt,t(β
−)Ent,(jt−1)/σjt−1){ft − E(ft|Ft−1)}]|

+
√
T
−1

max
β∈BJ

|
∑
t

[
∑
jt

p̂jt,t(β)Ent,jt/σjt −
∑
jt

p̂jt,t(β
−)Ent,(jt−1)/σjt−1]{ft − E(ft|Ft−1)}|

≤
√
T
−1

max
t,jt
|(Ent,jt/σ̂jt − Ent,(jt)/σjt){ft − E(ft|Ft−1)}|

+
√
T
−1

max
t,jt
|(Ent,jt−1/σ̂jt−1 − Ent,jt−1/σjt−1){ft−E(ft|Ft−1)}|

+
√
T
−1

max
t,jt
|(Ent,jt/σjt − Ent,(jt−1)/σjt−1){ft−E(ft|Ft−1)}|

.p

√
T
−1
T 1/2q(J1/2q

u J−1 ∨ (δ1 + δ2)) max
t
‖ft − E(ft|Ft−1)‖1/22q .

Thus r1 .p

√
T
−1
T 1/2q maxt ‖ft − E(ft|Ft−1)‖2q. The second last inequality is due the fact that

β̂(jt)t are not equal with probability one for different jt and t, and the jump points occurs β̂(j),t.

The last inequality is due to the boundedness of the 2qth moment of ft−E(ft|Ft−1), the moment

of (Ent,jt/σjt − Ent,(jt−1)/σjt−1) is order J−1t (c.f. Assumption 15), and maxjt σjt − σ̂jt = Op(1).

The follow steps proves the statement (3). By the maximal inequality for Gaussian random vari-

ables, we have

r3 .p

√
log(Ja)

√
J
−1
.

The follow steps prove the statement (2) by verifying conditions of Theorem 3.3(i)-iv)). We men-

tion the correspondence between subjects in the Theorem and our case. Recall that for the grid

βv = [β1, β2, · · · , βc/δ̃]. This corresponds to Ja,δ distinct value of β. From Assumption 15 for avoid-

ing singularity of the variance covariance matrix. We have σ(βjt , βj′t) 6= σ(βjt , βjt) or σ(βj′t , βj′t).
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In the theorem n = T , Xt =
√
T
−1∑T

t=1

∑
jt
p̂t,jt(βv)Ent,jt [ft−E(ft|Ft−1)]/σ̂(β)1/2. Also p = Ja,δ̃.

Thus the Σz in the theorem therein corresponds to [σ̂(βi, βi′)/σ̂
1/2σ̂(βi′)

1/2]i,i′ , which is a ΣJa,δ,Ja,δ

dimension matrix. We shall assume that c < λmin(ΣJa,δ) < λmax(ΣJa,δ) < C ′, with C ′, c > 0.

This proves iii). Moreover, to prove ii), we shall assume that m = O(T 1/6), M = O(T 1/3), Ja,δ .

exp(T ε
′
), with ε′ = 1/9. To derive the strong approximation for supβ∈Bδ̃

T−1/2
∑

t

∑
jt
p̂jt,t(β)(ft−

E(ft|Ft−1))Ent,jt uniformly over β. We note that it is equivalent to look at strong approximation

for maxJ T
−1/2∑

t p̂jt,t(β)(ft − E(ft|Ft−1))Ent,jt . p̂jt,t(β)(ft − E(ft|Ft−1))Ent,jt is involved, and it

is still martingale difference sequence with respect to Ft−1, as p̂jt,t(β) is measurable with respect

to Ft−1. It remains to check the dependence adjusted norm for p̂jt,t(β)(ft − E(ft|Ft−1))Ent,jt .
We see that since p̂jt,t(β) is uniformly bounded by 1. For martingale differences, let et,jt =

(p̂jt,t(β)(ft − E(ft|Ft−1))Ent,jt , and δq,m(e.,jt,l) = 0 for l > 0 (recall that e.,jt,l is defined by e.,jt
replaced with an iid copy of the lth lag.) Thus due to the property of martingale differences the de-

pendence adjusted norm is just the norm itself Θm0,q(e., jt) = ‖p̂jt,t(β)(ft − E(ft|Ft−1))Ent,jt‖q ≤
‖(ft − E(ft|Ft−1))‖2q‖Ent,jt‖2q. Then by Assumption 15, ii) is verified regarding the bounded

dependence adjusted norm.

3.16 Proof of Theorem 2.23

Proof. Define the standardized process as the following,

ŨT (β1, β2, β3)
def
=

|T−1
∑
t

√
Tnt/Jt{µ̂t(β1) + µ̂t(β3)− 2µ̂t(β2)− (µt(β1) + µt(β3)− 2µt(β2))}/σ̂D(β1,2,3)

1/2|.

UT (β1, β2, β3)
def
=

|T−1
∑
t

√
Tnt/Jt{µ̂t(β1) + µ̂t(β3)− 2µ̂t(β2)− (µt(β1) + µt(β3)− 2µt(β2))}/σD(β1,2,3)

1/2|.

Define the centered and standardized process as the leading term as follows,

ZT (β1, β2, β3) =
√
TT−1

∑
t

√
nt/Jtn

−1
t

∑
i

∑
jt

(p̂jt,t(β1) + p̂jt,t(β3)− 2p̂jt,t(β2))

q̃−1jt Φ∗i,jt,tεit/σD(β1,2,3)
1/2.

We shall analyze the leading term of the above statistics object,

sup
β1,β2,β3

|ŨT (β1, β2, β3)|
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= sup
β1,β2,β3

|UT (β1, β2, β3)|+ Op(r1,2,3),

= sup
β1,β2,β3

|ZT (β1, β2, β3)|+ Op(r1,2,3 ∨
√
Tnu/JJ

−1 ∨
√
Tnu/Jh),

where the first equality is due to Assumption 13, and the second equality is due to Theorem 2.14.

We shall then prove the following steps:

• (Coupling with a Normal Vector)let the limit variance covariance matrix be Σ(βJ1 , βJ2 , βJ3) =

limT→∞Cov(UT ◦πδ̃(βJ1 , βJ2 , βJ3), denote J1, J2, J3 as the number of elements within Bδ̃, there

exists GT ◦ πδ(βJ) ∼ N (0,Σ(βJ1,J2,J3))] such that

r′2 = |ŨT ◦ πδ̃(βJ1,J2,J3)− ZJ1,J2,J3 |∞ = Op(T
−ε′ ∨

√
T (J−1 ∨ h)) = o

(
(nT )−ε

′
)

;

Let ZT (β) be a mean zero Gaussian process, with variance σd(β) = limT→∞T
−1∑

t σ
2
t q̃
−1
jt
p̂jt,t(β).

Since we have

|ŨT ◦ πδ̃(βJ1,J2,J3)− ZJ1,J2,J3 |∞

≤ Csupβ∈βv |
∑
t

√
T
−1/2√

ntJt
−1∑

jt

Φ∗i,jt,tq̃
−1
jt
εitp̂jt,t(β)− ZT (β)|max

β
(σ1/2(β))/min

β
σ
1/2
D (β1,2,3).

Apply Theorem 3.3 again, with n correspond to
∑

t nt � nuT . Xt corresponds to Φ∗i,jt,tεitp̂jt,t(βv)q̃jt .

Σz corresponds to diag(σd(βv)). Since by Assumption 13, maxβ∈βv σd(β) is bounded from the

above and minβ∈βv σd(β) is bounded from the below. In addition, we have by Assumption

13, the qth moment of maxjt,t ‖Φ∗i,jt,tq̃
−1
jt
εit‖q . J1−1/q. Thus we can prove that

supβ∈βv |
∑
t

√
T
−1/2√

ntJt
−1∑

jt

Φ∗i,jt,tq̃
−1
jt
εitp̂jt,t(β)− ZT (β)| = Op((nuT )−ε

′
), (3.31)

for a constant 0 < ε′ < 1/6.

3.17 Strong approximation for weakly dependent processes

Let us first derive results for nonstationary high dimensional time series. We denote Xt (t ∈
1, · · · , n) as a p− dimension zero mean time series, we let Xt,j = Ht,j(εt, εt−1, · · · ). We let Xt,j =

Ht,j(εt, εt−1, · · · , ε∗t−k, · · · ), where ε∗t−k is an independent i.i.d. copy of εt−k . We can denote the

dependence adjusted norm as

δj,k,q
def
= sup

t
‖Xt,j −Xk∗

t,j‖. (3.32)
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We denote Γα,q = supl≥0 l
−α(
∑

j(
∑

k≥l δj,k,q)
q)1/q. And Θq,α = ‖|X.|∞‖q,α(log p)3/2∧Γα,q. Ψ2,α

def
=

maxj supl≥0 l
−α(
∑

k≥l δj,k,q).

Theorem 3.3. Suppose that Xt is a p− dimensional mean zero nonstationary time series then on

a rich probability space, there exists a Gaussian random variable Z such that i)

Σz = limn→∞ n
−1∑

t

∑
l≥0 E(XtX

>
t−l), and Z ∼ N(0,Σz). Assume that Xt has elementwise

bounded qth moment (q > 4). The element of Xt is Xt,j. ii) log(p)3 ≤ L and log p � (M/m)1/3.

The dependence adjusted norm for Xt, i.e. Θq,α and Ψ2,α are bounded. We define the dependence

adjusted norm for Zt as Φψ1,α′
def
= maxq q

−α′ maxj Θz
α′,q,j . Let β = 2/(1+2α′). Let α′ = 1, β = 2/3.

iii) We assume that for the long run variance Σz, λmax(Σz) ≤ C and λmin(Σz) ≥ c > 0, then we

have,

P(|
√
n
−1/2∑

t

Xt − Z|∞ ≥ δ(p, L,m, q, α))→ 0. (3.33)

Note that we shall let the small blocks m�M and L = bn/(m+M)c. iv) δ(p, L,m, q, α)→ 0. We

let n� mL(log p)2, and δ(p, L,m, q, α) . L−1/6(log p)3/2∨L−1/2+1/q(log p)1−1/qp1/q∨m−α
√

log p∨
m1/2−1/q−αn1/q−1/2 � 1 for α > 1/2 − 1/q. And L−1/2

√
log p3 log(p ∨ L) � δ(p, L,m, q, α)).

(log p)1/βm−α∨
√
mL(log p)1/β �

√
n. {(log p)1/βm−α∨

√
mL(log p)1/β}/

√
n . δ(p, L,m, q, α)� 1.

Remark 3.1. (discussion of rates) We see that q,m,M,L, p interplays with each other. Compared

to the iid case, we have observation loss, with respect to blocks. The term L−1/6(log p)3/2 ∨
L−1/2+1/q(log p)1−1/qp1/q corresponds to the rate in the iid case with L replaced by n in Theorem

2.1 Chernozhukov, Chetverikov, and Kato (2016). We show an example, when we set q to be

large enough and p to be small enough such that L−1/2+1/q(log p)1−1/qp1/q ∨m1/2−1/q−αn1/q−1/2

are of small order. We analyze L−1/6(log p)3/2 ∨ m−α
√

log p. For example let L = n2/3, then

n1/(9α) � m � M . n1/3. Then L−1/6(log p)3/2 ∨m−α
√

log p . n−1/9(log p)3/2. It would also be

noted that if the dependence is rather weak α can be very large and therefore the rate of m can

be small and the block size can diverge less slowly. Thus we can see that for q to be large enough,

the rate δ(p, L,m, q, α) can be of the following order L−1/2
√

log p3 log(p ∨ L) � δ(p, L,m, q, α) �
L−1/6(log p)3/2 ∨ (log p)3/2

√
m/M . y

Proof. Step 1 divide observations into block, approximate by m dependent blocks.

We denote Xt,m = E(Xt|εt−m, · · · , εt). We shall divide the observations into big blocks of

size M and small blocks of size m.

Lb = [(b− 1)(M +m) + 1, bM + (b− 1)m] (3.34)

Sb = [bM + (b− 1)m+ 1, b(M +m)]. (3.35)

This in total leads to L
def
= bT/(m + M)c. We then throw away the observations in small
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blocks to construct approximation of the partial sums by partial sum independent blocks.

Namely we denote

Yb,m
def
=
∑
t∈Lb

Xt

Tb
def
=

Lb∑
b=1

Yb,m.

The m- dependent counterpart is denoted as

Ỹb,m
def
=
∑
t∈Lb

Xt,m

T̃b
def
=

Lb∑
b=1

Ỹb,m.

According to similar steps as in Lemma 7.1 Zhang and Wu (2017), we have that if Θq,α <∞.

We let α > 1/2− 1/q. Then we have

P(|
∑
t

Xt −
Lb∑
b=1

Ỹb,m|∞ ≥ y) ≤ f(y,m), (3.36)

where f(y,m) is denoted as

y−qnmq/2−1−αqΘq
q,α + p exp(−Cq,αy2m2α/nΨ2

2,α). (3.37)

By choose sufficient large m we can arrange
∑

b Ỹb,m to be sufficiently close to
∑

tXt. If Θq,α

and Ψ2,α are bounded, we need to assume n1/qm1/2−1/q−αn−1/2 � 1 and n1/2m−α
√

log pn−1/2 �
1. y shall be set n1/qm1/2−1/q−αn−1/2 ∨ n1/2m−α

√
log pn−1/2 � yn−1/2 � 1.

Step 2 Approximate independent blocks by Gaussian random variables.

As
∑

b Ỹb,m are partial sum of independent blocks by construction, we shall apply Theorem

3.1 as in Chernozhukov, Chetverikov, and Kato (2016). We denote Yb,m,j as the jth element

of Yb,m. g(δ)
def
= log2 p

δ3
√
L
{Ln + ML,1(δ) + ML,2(δ)}. We denote Zb as a p dimension mean zero

Gaussian random variable with variance covariance structure as E(YbY
>
b ), then

P(max
j
|
∑
b

√
L
−1/2

Ỹb,m,j | ∈ A)− P(max
j
|
∑
b

√
L
−1/2

Zb,j | ∈ Aδ)

≤ g(δ), (3.38)
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where the term in g(δ) involves Ln = maxb,jE(|Yb,j |3),

ML,1(δ)
def
= L−1

∑
b

E[max
j
|Yb,j |31{max

j
|Yb,j | ≥ δ

√
L/ log p}],

and

ML,2(δ)
def
= L−1

∑
b

E[max
j
|Zb,j |31{max

j
|Zb,j | ≥ δ

√
L/ log p}].

As the statement in (3.38) would imply

P(max
j
|
√
L
−1/2∑

b

(Ỹb,j − Zb,j)| ≥ δ) ≤ g(δ).

Now we can see that with properly chosen m, δ, y,

P(
√
L
−1/2
|
∑
t

Xt −
∑
b

Zb|∞ ≥ δ + y) ≤ f(y,m) + g(δ), (3.39)

we shall pick m M , δ such that δ/
√
M +m� 1 and g(δ)→ 0.

To analyze the rate of g(δ) we make use of the following lemma,

Lemma 3.4 (Burkholder (1988), Rio (2009)). Let q > 1, q′ = min(q, 2). Let Mn =
∑n

t=1 ξt;

where ξt ∈ Lq (i.e., ‖ξt‖q <∞) are martingale differences. Then

‖Mn‖q
′
q ≤ Kq′

q

n∑
t=1

‖ξt‖q
′
q where Kq = max((q − 1)−1,

√
q − 1).

Denote θq,j,α
def
= supl≥0 l

−α∑
k≥l δj,k,q, by Lemma 3.4,

Ln = maxb,jE(|Yb,j |3) .M3/2θ3q,j,α.

vL,q
def
= maxb(E(maxj |Yb,j |q))1/q . (M1/2θq,j,α).

ML,1(δ)
def
= (L)−1

∑
b

Emax
j
|Yb,j |31{max

j
|Yb,j | ≥ δ

√
L/ log p}

.
(log p)q−3

(δ
√
L)q−3

vqL,qp .
(log p)q−3

(δ
√
L)q−3

(M q/2θqq,j,α)p,

following the steps as the proof of Theorem 2.1 of Chernozhukov, Chetverikov, and Kato

(2016), however we have a better bound for the MnT,2(δ). For a Gaussian random variable
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we have, Zb,j follows a N(0,Σb,jj), let ξ = max1≤j≤p |Zb,j |/Σ
1/2
b,jj ,

E|ξ|31(ξ ≥ t)

= P(ξ > t)t3 + 3

∫ ∞
t

P(ξ > x)x2dx

≤ p/(t
√

2π) exp(−t2/2) + 6p

∫ ∞
t

1√
2πs

exp(−s2/2)s2ds

. pt2 exp(−t2/2) + (
√

2π)−16p

∫ ∞
t
−d exp(−s2/2)

. t2 exp(−t2/2)p/
√

2π + 6p exp(−t2/2)
√

2π
−1
,

by the inequality of a Gaussian distribution

P(|Z| > t) ≤ 2

t
√

2π
exp(−t2/2). (3.40)

It thus follows that, if we assume that θq,j,α is bounded,

ML,2(δ) .M3/2{δ
√
L/(
√
M log p)}2[exp(−{δ

√
L/(
√
M2 log p3/2)}2)]. (3.41)

Thus to ensure that g(δ) → 0 if the involved dependence adjusted norm is bounded, we

need to have Tyn2
def
= M1/2L−1/6(log p)2/3 ∨ p1/(q)M1/2(log p)1−1/q/

√
L
(q−2)/q

and δ . Tyn2.

L−1/2
√

log p3
√
M log(p ∨ L)� δ, and δ/

√
M +m→ 0.

Step 3 Approximate Gaussian partial sums

We define Tyn1
def
= n1/qm1/2−1/q−αn−1/2 ∨ n1/2m−α

√
log pn−1/2 as obtained in Step 1. Let

Tyn1 → 0. As both Z and
∑

b Zb are Gaussian random variables, we can derive the rate

following an concentration inequality using a sub Gaussian norm. We define Φψ1,α′
def
=

maxq q
−α′ maxj Θz

α′,q,j . Let β = 2/(1 + 2α′). Let α′ = 1, β = 2/3.

We define Zn = n−1/2
∑n

i Zi such that E(ZtZ
>
t−l) = E(XtX

>
t−l). In the next step we bound

P(|(
√
nZn −

∑
b

Zb)|∞ ≥ y′) ≤ f ′(y′, δ), (3.42)

where f ′(y′, δ) is taking form of p exp(−Cβ(y′mα/(
√
n)Φψ1,α)

β
)+p exp(−Cβ(y′/(

√
mLΦψ1,α))β)

by Zhang and Wu (2017)(Lemma 7.1 (ii)). Therefore, we need to ensure (log p)1/βm−α(
√
n)∨√

mL(log p)1/β � y′ to make the right hand side function f ′(y′, δ) tends to zero. The rate is

fine tuned by combining the above three steps, y′/
√
n� 1.
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