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Abstract 

 
Standard sticky information pricing models successfully capture the sluggish movement of 

aggregate prices in response to monetary policy shocks but fail at matching the magnitude and 

frequency of price changes at the micro level. This paper shows that in a setting where firms 

choose when to acquire costly information about different types of shocks, strategic 

complementarities in pricing generate planning complementarities. This results in firms optimally 

updating their information about monetary policy shocks less frequently than about idiosyncratic 

shocks. When calibrated to match frequent and large price changes observed in micro pricing 

data, the model is still capable of producing substantial non-neutralities. In addition, I use the 

model consistent Phillips curve and data from the Survey of Professional Forecasters to estimate 

the frequency at which firms update their information about monetary policy shocks. I find that 

the frequency of updating was higher in the 1970s compared to subsequent decades and hence 

conclude that monetary policy in the U.S. was relatively less effective prior to the 1980s. 
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1 Introduction

Price stickiness is often assumed in macroeconomic models as a way of generating a Phillips curve

relationship. Previous literature, dating as far back as Phelps (1970) and Lucas (1972), has stressed

the importance of informational frictions to explain this relationship. More recently, sticky infor-

mation (Mankiw and Reis, 2002; Reis, 2006) and rational inattention (Mackowiak and Wiederholt,

2009) have drawn on information frictions to explain the sluggish movement of prices in response

to monetary policy shocks.

The importance of price stickiness in the propagation of monetary policy shocks has been

questioned by recent micro-level pricing studies which suggest that prices may not be sticky. Bils

and Klenow (2004) and Klenow and Kryvtsov (2008) show that the median non-housing consumer

price changes once every 4.3 months. Conditional on a price change, the mean size of a price change

is large in absolute terms, at about 11 percent. However, many macro studies (Christiano et al.,

1999; Uhlig, 2005) find support for a role of sticky prices in the monetary transmission mechanism.

Uhlig (2005) finds that only about 25 percent of the long-run response of the U.S GDP price deflator

to a monetary policy shock occurs within the first year after the shock.

A possible reconciliation of the facts above is presented by Boivin et al. (2009). They find that

disaggregated prices appear sticky in response to macroeconomic and monetary disturbances, but

flexible in response to sector-specific shocks. Makowiak et al. (2009) also find that 100 percent of

the long-run response of the sectoral price index to a sector-specific shock occurs in the month of

the shock.

The sticky information approach squares well with the macroeconomic evidence on the effects

of nominal shocks but struggles to explain frequently changing and volatile prices at the micro

level as it assumes an exogenous arrival rate of new information. The sticky information literature,

by assuming an exogenous arrival rate1 for new information, cannot explain this differential

rate of adjustment to idiosyncratic productivity and monetary shocks. In this paper, I present an

endogenous mechanism within the sticky information setup which is able to rationalize frequent

and large price changes at the micro level amid sluggish response in the aggregate price level to

monetary shocks. The driving force behind this mechanism centers around the strategic motives

of firms in choosing when to acquire new information. In the model, firms are allowed to change

prices at zero cost but face a positive cost in updating their information, as in Reis (2006).

The basic mechanism can be summarized as follows. Strategic complementarity in pricing

1Reis (2006) models a choice of arrival rate of new information but features only one type of shock.
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results in a strategic complementarity in the decision on when to acquire new information about

the state of monetary policy, but not in the decision to acquire information about idiosyncratic

productivity. This complementarity in planning results in a delay in the acquisition of information

about monetary policy, but not about idiosyncratic productivity.2

When firm i gets new information about a positive nominal shock, its pricing response is de-

pendent not only on the true state of monetary policy, but also on how other firms react to this

nominal shock. If other firms do not adjust their prices, then it is not optimal for firm i to uni-

laterally increase its price, as relative prices matter for profit. A firm that chooses to observe new

information about a recent monetary shock is forced to temper its price changes to compensate for

the large fraction of firms that remain uninformed about this shock and whose prices therefore have

not adjusted. This incentivizes the firm to delay acquisition of information about the monetary

shock today, as it is optimal to only fully act on this information in the future (once other firms

update their information) but the cost must be incurred today.

A delay in information acquisition about monetary policy by all firms implies that the aggregate

price moves sluggishly and does not track money supply well. Together with pricing complemen-

tarity, this implies that the difference between the firm’s current price and its target price is small.

This implies that the loss from remaining uninformed and mis-pricing is small. Small losses from

mis-pricing and delayed benefits from acquiring information give rise to planning complementarities

which in turn lead to delayed information acquisition about the monetary state. Overall, prices

increase less than proportionately on impact after a monetary shock but catch up over time as

more firms update their information.

However, this complementarity in planning does not extend to a firm’s decision to update its

information about idiosyncratic productivity. A firm’s benefit from being informed about their

idiosyncratic state is not contingent on other firms’ information about its individual productivity.

Firms have no incentive to delay their decision to update their information about their idiosyncratic

productivity and thus, do so frequently. Even if both the cost of acquiring information about

monetary policy and the idiosyncratic productivity and the volatility of monetary shocks and

idiosyncratic productivity are the same, firms will optimally prioritize acquiring new information

about their idiosyncratic productivity. Consequently, prices change often and by large amounts

in response to idiosyncratic shocks, while responding sluggishly to monetary policy shocks. The

model calibrated to match the frequent and large price changes observed in micro pricing data, is

2This mechanism is distinct from the model of delay presented in Caballero (1989) which emphasizes information

externalities in causing delay.
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still capable of producing substantial non-neutralities.

The paper shows that with the appropriate modifications, Sticky Information models perform

better than the existing time dependent and state dependent models at matching micro and macro

pricing behavior. Time dependent models (Calvo, 1983; Yun, 1996) calibrated to match the macro

sluggishness fail to match the micro facts while state dependent menu-cost models such as Golosov

and Lucas (2007) fail to generate substantial non-neutrality once calibrated to match micro facts.

Thus, this paper contributes to the growing literature which suggests the use of sticky informa-

tion frictions over sticky-price frictions such as Calvo pricing.3 This paper also shares similarities

with the rational inattention literature. Models of rational inattention in the spirit of Mackowiak

and Wiederholt (2009) assume that firms have finite information processing capacity and hence

optimally choose how much information to acquire about monetary versus idiosyncratic shocks.

However, a key difference in this paper is that firms choose “when” to update their information

rather than “how much” information to acquire. This is consistent with survey evidence that firms

conduct periodic meetings to update their pricing plans (See Zbaracki et al. (2004) and Blinder et

al. (1998)). Furthermore, the pricing behavior of firms in the model can be described as setting

price schedules over time rather than new prices at each point in time, which is consistent with

empirical findings (Mankiw and Reis, 2010). Because the model has its roots in sticky information

models, it has the added advantage of matching the term structure of disagreement for CPI inflation

almost perfectly (Andrade et al., 2014).

Finally, I use data from the Survey of Professional Forecasters (Croushore, 1993) to estimate

the frequency at which firms update their information about monetary policy shocks. This analysis

can also be seen as an evaluation of effectiveness of US monetary policy over time in the spirit of

Lucas (1973). Instead of looking at cross-country differences in the effectiveness of monetary policy,

I examine how the effectiveness of monetary policy has changed since 1969. The 1970’s were a period

of many monetary “mistakes” (Romer and Romer, 2002). Monetary policy actively tried to exploit

the Phillips curve relation and was more discretionary than in the subsequent decades. The model

predicts that the central bank has a trade-off between the extent of discretionary policy changes

and effectiveness of monetary policy: frequent shocks to monetary policy which are also large in

magnitude causes firms to update their information about monetary shocks more frequently and

hence the effect of monetary shocks on output is less persistent. Estimating the model-consistent

3See for example, Mankiw and Reis (2002), Mankiw and Reis (2006), Mankiw et al. (2004) etc. In addition,

in recent work Kiley (2014) show that the standard New-Keynesian model exhibits policy paradoxes under the

assumption of time dependent pricing but not under the assumptions of Sticky Information.
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Phillips Curve separately over sub-samples covering the 1970’s and the subsequent decades enables

estimation of the duration for which firms choose to remain inattentive to changes in monetary

policy. By looking at the estimates of this duration over the two sub-samples, I can infer that

firms updated their information more frequently during the 1970’s than in later decades. Hence

monetary policy had a more persistent effect on output in later decades than during the 1970’s.

This result is complementary to the finding of Coibion and Gorodnichenko (2010) who in a different

context find that when aggregate volatility fell, agents were paying less attention to the aggregate

economy.

From a methodological point of view, the paper presents a model where aggregation is tractable

and most results are in closed form. The solution to the model can be split into two parts, allowing

the information choice to be solved as a deterministic control problem. This is similar method-

ologically to recent papers like Reis (2011), who decomposes a rational inattention problem into a

stochastic part and a fully deterministic control problem.

The paper is arranged as follows. In the next section, I present the basic model. Section 3 con-

tains a description of the equilibrium under costly and costless information. Section 4 contains the

main analytical results. Section 5 presents the calibration strategy and discusses the quantitative

performance of the calibrated model. I present the results of the empirical study in Section 6. I

conclude in Section 7.

2 Model

The model combines features from Golosov and Lucas (2007), Hellwig and Veldkamp (2009) and

Reis (2006). Time is continuous. The economy consists of a representative household and a unit

mass of ex-ante identical monopolistically competitive firms indexed by i ∈ [0, 1] which produce

differentiated goods.

The economy is subject to two kinds of shocks: a monetary shock and firm-specific idiosyncratic

shocks. The monetary authority is assumed to follow a money supply rule, which implies that the

log of nominal money supply follows a Brownian motion with zero drift and variance σ2m

d lnM(t) = σmdW (t) (1)

where W (t) is a standard Brownian motion. σ2m can be thought as the degree of discretion of the

monetary authority; a higher σ2m corresponds to a higher degree of discretion as it means larger

deviations from the deterministic component of the rule.
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Firm specific productivity shocks Zi(t) are assumed to be i.i.d across firms and follow a mean

reverting Ornstein-Uhlenbeck process with zero drift, rate of mean reversion η and variance σ2z as

in Golosov and Lucas (2007):

d lnZi(t) = −η lnZi(t)dt+ σzdBi(t) (2)

where Bi(t) is a standard Brownian motion such that for j 6= j′, Bj and Bj′ are independent. Each

Bj is also independent of W .

2.1 Representative Household’s Problem

The household derives utility from consumption of a final good (C) and from holding real bal-

ances
(
MD

P

)
while hours worked (n) reduce utility. The representative household’s problem can

be written as choosing the sequence of final good consumption, labor supply and real balances{
C(t), n(t),MD(t)/P (t)

}∞
t=0

to maximize

E0

{∫ ∞
0

e−ρt
[
C(t)1−γ − 1

1− γ
− αn(t) + ln

(
MD(t)

P (t)

)]
dt

}
subject to its budget constraint

M(0) ≥ E0

{∫ ∞
0

Q(t)[P (t)c(t) +R(t)MD(t)− ω(t)n(t)−Π(t)]dt

}
(3)

where Q(t) is the shadow price of nominal cash flows, and Π(t) includes the nominal profits from

firms and lump sum transfers. R(t) is the nominal interest rate and satisfies the following:

Q(t) = e
∫ t+dt
t R(s)dsEt{Q(t+ dt)}

C(t) is the Dixit-Stiglitz consumption aggregator

C(t) =

[∫ 1

0
ci(t)

ε−1
ε di

] ε
ε−1

which aggregates consumption of a continuum of goods indexed i ∈ [0, 1].

The first-order conditions with respect to C(t), n(t) and MD(t) can be written as

e−ρtC(t)−γ = λQ(t)P (t) (4)

e−ρtα = λQ(t)ω(t) (5)

e−ρt
1

MD(t)
= λQ(t)R(t) (6)
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where λ is the multiplier on (3) and is independent of time. Utility maximization yields iso-elastic

demand curves for each of the differentiated goods of the form

ci(t) = C(t)

(
Pi(t)

P (t)

)−ε
(7)

2.2 Firm’s Problem

There is a continuum of ex-ante identical monopolistically competitive firms indexed by i ∈ [0, 1],

each of whom produce a differentiated variety yi,t. Firm i’s production technology can be described

by a non-increasing returns to scale production function

yi(t) = AZi(t)Li(t)
θ (8)

where A > 0 is a constant and θ ∈ (0, 1]. Zi(t) is the firm-specific idiosyncratic productivity

shock and Li(t) is the amount of labor that the firm hires in an economy-wide labor market from

households at a wage rate ω(t) at date t.4 Firm i’s nominal profit, excluding the cost of information

acquisition, at date t can be written as

πi(t) = Pi(t)ci(t)− ω(t)Li(t) = Pi(t)ci(t)− ω(t)

(
ci(t)

AZi(t)

) 1
θ

Each firm faces a fixed labor cost Fm , if they decide to acquire information about the monetary

shock and Fz if they plan about the idiosyncratic state. The firm then chooses its process of prices

{Pi(t)}∞t=0, and a process of planning dates {Dm
i (t), Dz

i (t)}∞t=0 to maximize its expected discounted

profits:

Ei0

{∫ ∞
0

Q(t)πi(t)dt−
∫ ∞
0

Q(t)ω(t)[FmdD
m
i (t) + FzdD

z
i (t)]

}
(9)

taking as given {P (t), Q(t), ω(t), C(t)}∞t=0 and its information set at date 0. dDk
i (t) = 1 refers to

the firm’s decision to plan about state k ∈ {m, z} at date t, and dDk
i (t) = 0 otherwise.

3 Equilibrium

Money Market Equilibrium. Money market equilibrium requires that MD(t) = M(t). The interest

rate ensures that the demand for money equals the supply. Appendix A.1.1 shows that the nominal

4I abstract from capital in the production process. Including capital accumulation decisions complicates the

analysis by potentially raising issues of Forecasting the Forecasts of Others as in Townsend (1983). Despite not

modeling capital explicitly, I can evaluate the effect of fixed factors by varying the returns to scale to labor. θ < 1 or

decreasing returns can be interpreted as the presence of a fixed factor.
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interest rate is constant in equilibrium.

R(t) = ρ− σ2m
2

,∀t (10)

Labor Market Equilibrium. Wages adjust to equate labor supply and labor demand, nt =
∫ 1
0 Li,tdi.

Equations (5) and (6) imply the following relationship between equilibrium the wage rate ω(t) and

money supply M(t):

ω(t) = αRM(t) (11)

Thus, lnω(t) is also a Brownian motion with variance σ2m:

d lnω(t) = d lnM(t) = σmdW (t) (12)

Goods Market Equilibrium. Equations (4) and (6), along with equation (10), imply that con-

sumption depends on real money balances.

C(t) =

[
RM(t)

P (t)

] 1
γ

(13)

Since there is no capital in the economy, the entire output is allocated either to consumption or to

the resource cost of updating information. The resource constraint can be written as

Y (t) = C(t) + χ(t) (14)

where

χ(t) =
ω(t) [FmdΓmt (t) + FzdΓzt (t)]

P (t)

represents the resource cost associated with the cost incurred by firms in updating their information.

dΓmt (t) and dΓzt (t) represent the mass of firms updating their information about the aggregate and

idiosyncratic states respectively and are formally defined in Section 3.2.

3.1 Costless Information

This is the case when Fm = Fz = 0 and will be referred to as the Costless Information case.

Since information is free, firms update their information set at each instant and hence know the

realizations of all shocks through the present.

Lemma 1. In the Full Information case, firm i sets the optimal profit maximizing price given by

lnP fi (t) = ζ lnZi(t) + r lnP f (t) + (1− r) lnM(t) (15)

where ζ = −1
θ(1−ε)+ε and r = 1− 1+γθ−θ

γ(θ(1−ε)+ε)
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Proof. See Appendix A.1.2.

In equation (15), r measures the strength of the strategic complementarity in pricing. Note

that ∂ lnPi
∂ lnP = r > 0. If r = 0, then lnPi(t) = ζ lnZi(t) + lnM(t), i.e. there is no strategic comple-

mentarity. Strategic complementarity in pricing implies that a firm wants to set its price close to

the average price.

Steady State: A steady state in this economy is defined by the case where there are no

monetary or idiosyncratic productivity shocks, i.e., lnZi(t) = 0, ∀i ∈ [0, 1] and d lnM(t) = 0. All

real variables are constant in the steady state and nominal variables grow at a constant rate. In

the steady state, all firms would want to set the same price at each instant such that

d lnP ssi (t) = d lnP ss(t) = 0

i.e. all prices increase at the rate of growth of money supply.

Proposition 1. Classical Dichotomy: In the Full Information case, prices track nominal money

balances. Monetary policy is neutral.

Proof. Appendix A.1.3 shows that the aggregate price level tracks money supply perfectly. Equa-

tions (13) and (14) then demonstrate that real output is unaffected by a change in money supply.

Prices reflect up-to-date information about the aggregate and idiosyncratic state at all points

in time. Hence, prices adjust proportionally to changes in money supply such that nominal shocks

have no effect on real output even in the short run.

3.2 Costly Information

A firm’s problem can be thought of as one in which it is trying to track a target price which is a

function of the not just of the monetary policy shocks but also how other firms respond to these

shocks. In general, a firm does not observe the target price at each instant (since it is costly to

do so) but knows the stochastic process of its target price.5 The firm only observes a particular

history of shocks when it incurs the associated cost, and hence can only observe its stochastically

5Since the firm observes all realizations of the exogenous shocks in the costless information case, it knows its target

price exactly at all times.
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evolving target price when it updates its information. The expected (net) lifetime loss to the firm

from not updating its information set at each instant can be written as:

L = Ei0

{∫ ∞
0

Q(t)
[
π(P fi (t);Si(t))− π(Pi(t);Si(t))

]
dt (16)

+

∫ ∞
0

Q(t)ω(t)[FmdD
m
i (t) + FzdD

z
i (t)]

}
where Si(t) = [P (t),M(t), Zi(t)]. Maximizing the objective in equation (9) is equivalent to min-

imizing the expression in equation (17). A second order Taylor expansion of the loss function in

(17) around P fi (t)− Pi(t) = 0 yields

Ei0

∫ ∞
0

e−ρt
{

[lnPi(t)− lnP fi (t)]2 + CmdDm
i (t) + CzdDz

i (t)
}
dt (17)

where Cm = α(ε−1)Fm
ε

[
θ−θε+ε

θ

]
and Cz = α(ε−1)Fz

ε

[
θ−θε+ε

θ

]
. Ck, k = m, z can be interpreted as the

cost in terms of labor of acquiring and processing information about the state k.

The first term in equation (17) is the loss from mis-pricing and can be interpreted as the loss

from setting prices in an uninformed state. The second and third terms are the resource costs that

a firm must bear when it plans/collects and processes new information about the aggregate and

idiosyncratic state respectively. Incurring the costs to update information reduces the loss from

mis-pricing.

For ease of exposition in solving the model, define the following

Define: pi(t) = lnPi(t), p(t) = lnP (t),m(t) = lnM(t), zi(t) = lnZi(t) and p∗(t) = rp(t) + (1 −
r)m(t).

From the first order condition of the minimization problem specified in equation (17), firm i that

last planned at (τ̂m, τ̂z) will set price:

pi(t) = E{p(t) | Iτ̂m , Iiτ̂z} = E{p∗(t) | Iτ̂m}+ ζE{zi(t) | Iiτ̂z} (18)

where Iτ̂m = {m(s)}s≤τ̂m and Iiτ̂z = {zi(s)}s≤τ̂z and pi(t) ≡ p∗(t) + ζzi(t) is the target (log) price

that firm i wants to set to maximize profit. The aggregate price, and consequently the target

price, depends on the decisions of all other firms and hence is determined endogenously. This

distinguishes the current model from other research such as Bonomo et al. (2010) where this target

price is exogenously specified. As mentioned earlier, the firm observes the true target price only
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when it simultaneously acquires information about both the monetary and idiosyncratic state.

Acquiring information about the monetary state only allows the firm to calculate the first term of

the target price in equation (18), while acquiring information about its idiosyncratic productivity

reveals the second component. On dates when the firm does not update either type of information,

the firm optimally chooses to set a price equal to the expected target price given its most recent

information.

Since information acquisition is costly, firms choose not to update their information at each date

and at any date t, the economy is characterized by a cross sectional distribution of firms, Γt(τm, τz),

with different vintages of information. Γt(τm, τz) denotes the fraction of firms that updated their

information about monetary shocks prior to date τm and about their own idiosyncratic productivity

prior to date τz. Accordingly, the marginal distribution, Γmt (τm) ∈ [0, 1], refers to the mass of firms

at time t that acquired information about monetary policy prior to date τm. Γzt (τz) is defined in

similarly. dΓmt (τ) and dΓzt (τ) denote the measure of firms that acquire information exactly at date

τ about monetary policy and their idiosyncratic productivity respectively.6 The evolution of Γkt (τ),

k = m, z can be written recursively as

Γkt+dt(τ) = Γkt (τ)−
∫ τ

−∞
Dkt (s)dΓkt (s) ,∀t ≤ τ and k = m, z (19)

where Dkt (s) is the probability that a firm that most recently acquired information about the

aggregate (idiosyncratic)state at date s will acquire information about the aggregate (idiosyncratic)

state again at date t.

A firm’s pricing decision potentially depends on all the past realizations of the aggregate and

idiosyncratic state, making the dimensionality of the firm’s problem infinite. I use the method of

undetermined coefficients to find an analytical solution to the firm’s problem in Appendix A.1.4.7

Lemma 2. In equilibrium:

1. The aggregate (log) price p(t) follows the following process:

p(t) = σm

∫ t

−∞

[1− Γmt (τ)](1− r)
1− r + rΓmt (τ)

dW (τ) (20)

6In other words, the fraction 1 − Γmt (τm) is the fraction of firms that know all the realizations of the aggregate

state up to date τm : {ms}s≤τm and 1− Γzt (τz) has the analogous interpretation for the idiosyncratic state.
7The basic approach to finding the solution is a two step procedure. First, I solve for the optimal price a firm

sets conditional on any information set as shown in equation (18). I then solve for the firm’s optimal choice of when

to update information to minimize its loss from being uninformed. The solution to this step takes the form of a

deterministic control problem.
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2. The (log) price set by firm i at date t when it last updated its information at dates (τ̂m, τ̂z) is

given by:

pi(t) = σm

∫ τ̂m

−∞

1− r
1− r + rΓmt (τ)

dW (τ) + ζzi(τ̂z)e
−η(t−τ̂z) (21)

Proof. The proof is similar to the one in Hellwig and Veldkamp (2009) and can be found in Appendix

A.1.4.

Having determined the price set by a firm given its information set, next, we need to solve for

the optimal planning horizon for each firm. In the present setup, firms choose when to update their

information, so they optimally decide their information set at each instant. The difference between

the forecasted and actual target price of the firm with information set {Iτ̂m , Iτ̂z}, is given by:

pi(t)− p̄i(t) = σm

∫ t

τ̂m

1− r
1− r + rΓmt (τ)

dW (τ) + ζ
[
zi(τ̂z)e

−η(t−τ̂z) − zi(t)
]

(22)

The first term is the error in forecasting the aggregate component of the target price given that

forecasts are formed with respect to the information set Iτ̂m . The second term is the forecast error

in the idiosyncratic component of the target price where the forecasts are made with respect to Iiτ̂z .
Since W (t) and Bi(t) are standard Brownian motions with unit variance, equations (22) and (17)

imply that the loss of this firm from mis-pricing can be expressed as

L(t, τ̂m, τ̂z) = σ2m

∫ t

τ̂m

[
1− r

1− r + rΓmt (τ)

]2
dτ︸ ︷︷ ︸

L1(t,τ̂m)

+ ζ2
σ2z
2η

[
1− e−2η(t−τ̂z)

]
︸ ︷︷ ︸

L2(t,τ̂z)

The first and second terms are the variances of the forecast errors associated with forecasting the

aggregate component and the idiosyncratic component of the target price respectively. Since the

loss function can be separated into a purely aggregate part and a purely idiosyncratic part, the

problem of when to update information about each state can be solved as two separate problems.

The equilibrium concept in this incomplete information economy is a stationary Bayesian-Nash

Equilibrium. Two structures of equilibria arise naturally: synchronized and staggered. In the

synchronized equilibrium, all firms choose to update their information about state k, k = m, z at

the same date. In the staggered stationary equilibrium, only a fixed fraction of firms plans about

the aggregate and idiosyncratic state at each date. Existing research suggests that price changes

are not synchronized. For example, Lach and Tsiddon (1992) find a lack of synchronization of price
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changes in Israel. Thus, I focus on the stationary staggered equilibrium, which is empirically

more relevant.8

I concentrate on the pricing problem of firm i. In equilibrium, all other firms acquire information

about the aggregate state every Tm periods and about their idiosyncratic state every Tz periods.

Thus, the proportion of firms acquiring information about the aggregate state over any interval is

given 1
Tm
dt and about the idiosyncratic state is 1

Tz
dt. As a result, in the staggered equilibrium

Γkt (τ) =

{
0 if τ < t− Tk
1− t−τ

Tk
if t− Tk ≤ τ < t

for k = m, z.

Consider a firm which updates its information about the monetary policy shock today. The

decision of when to update its information about the monetary state next minimizes the loss from

being uninformed. The problem of a firm that updates its information today can be written as:

L1(τ̂m) = min
τ ′m≥τ̂m

∫ τ ′m

τ̂m

e−ρ(s−τ̂m)L1(s, τ̂m)ds+ e−ρ(τ
′
m−τ̂m)[Cm + L1(τ ′m)] (23)

where

L1(t, τ̂) =


σ2m
∫ t
τ̂

(1−r)2

(1−r (t−τ)
Tm

)2
dτ if τ̂ ≥ t− Tm

σ2m
∫ t
t−Tm

(1−r)2

(1−r (t−τ)
t

)2
ds+ σ2m(t− Tm − τ̂) if τ̂ < t− Tm

Similarly the problem on when to next acquire information on the idiosyncratic state conditional

on obtaining information today can be written as:

L2(τ̂z) = min
τ ′z≥τ̂z

∫ τ ′z

τ̂z

e−ρ(s−τ̂z)L2(s, τ̂z)ds+ e−ρ(τ
′
z−τ̂z)[Cz + L2(τ ′z)] (24)

where

L2(t, τ̂) =
ζ2σ2z
2η

[
1− e−2η(t−τ̂)

]
The solution to the firm’s problem can be seen as a threshold rule. The loss from being inattentive

depends on the variance of the forecast error which is strictly increasing in the duration since the

firm last updated its information.9 Once the expected loss is large enough, the firm chooses to

incur the fixed cost of acquiring information about that state and resets the forecast error variance

associated with that component of the target price to zero. It then conditions its forecasts of the

8Acharya (2013) discusses some aspects of the synchronized equilibrium.
9Since the loss depends deterministically on time since the firm last updated, its information, the decision of the

firm can also be seen as a threshold on the forecast error variance or the time since last update.
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target price on this newly expanded information set. The threshold is chosen such that if the firm

did not incur the fixed cost to update its information set, the loss from mis-pricing would result in

larger overall losses than the cost of obtaining information and reducing the forecast error.

Proposition 2. Optimal Planning Horizon: Each firm chooses to update its information set

about monetary policy shocks every T ∗m periods and about its idiosyncratic productivity every T ∗z

periods.

1. The unique optimal horizon for planning about the monetary shock T ∗m is implicitly defined

by

Cm = σ2mT
∗
m

∫ T ∗m

0
(1− r)e−ρs T

∗
m − s

T ∗m − rs
ds (25)

2. The unique optimal horizon for planning about the idiosyncratic productivity shock T ∗z is

implicitly defined by

Cz =
ζ2σ2z
2η

∫ T ∗z

0
e−ρδ(e−2ηδ − e−2ηT ∗z )dδ (26)

Proof. Appendix A.1.5 derives the expression for the T ∗m. The expression for T ∗z can be derived

using the same procedure.

Proposition 3. If Ck > 0, then T ∗k > 0 for k = m, z.

Proof. Plugging T ∗k = 0 into the RHS of equation (25) or equation (26) yields zero on the RHS,

which is a contradiction; i.e. it is never optimal for a firm to update its information about the

aggregate state or the idiosyncratic state at each instant unless doing so is costless.

4 Analytical Results

4.1 Differential adjustment to nominal and idiosyncratic productivity shocks

For this section, I set η = 0. As a result both, the money supply and the idiosyncratic shock

processes follow a drift-less Brownian motion

lnM(t) = σmdW (t)

lnZi(t) = σzdBi(t)
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Equation (26) in the limit as η → 0 can be written as

Cz = ζ2σ2z

∫ T ∗z

0
e−ρδ(T ∗z − δ)dδ (27)

Lemma 3. T ∗m is increasing in the strength of the strategic complementarity, i.e. ∂T ∗m
∂r > 0, ∀r ∈

[0, 1]

Proof. Lemma 3 can be verified by applying the Implicit Function Theorem on equation (25).

Proposition 4. For r ∈ (0, 1) and normalizing ζ = 1, if σm = σz = σ and Cm = Cz = C, then

T ∗m > T ∗z

Note that equation (26) is of the same form as equation (27) with r set to 0 (with |ζ| normalized

to 1). Lemma 3 then implies that T ∗z < T ∗m. Proposition 4 implies that firms choose to incorpo-

rate new information about idiosyncratic shocks into prices more often than information about

aggregate shocks, even when both shocks are equally volatile and when the costs associated with

updating information about each shock are equivalent. Empirical evidence suggests that idiosyn-

cratic productivity is highly volatile relative to aggregate shocks. Thus, in the calibrated model

firms update their information about idiosyncratic productivity at a substantially higher frequency.

Hence, the model is able to explain differential adjustment of prices to idiosyncratic and aggregate

shocks.

Strategic complementarity in pricing spills over into information acquisition decisions about

monetary policy and causes a delay in information acquisition about monetary shocks. This can

be seen as a combination of two forces.

Strategic complementarity in pricing implies that a firm seeks to limit the gap between their

price and the average price as profits depend on relative prices. The firm’s pricing response to a

monetary shock is contingent not just on the monetary policy but also on how other firms respond

to the nominal shock. When a firm gets new information about monetary policy, it realizes that

a large fraction of firms remain uninformed and price according to their old information. As a

result it its pricing response to current monetary shocks. This diminishes the value of obtaining

information about the shock today, as the firm faces an upfront cost of acquiring information today

while the benefit is accrued only in the future. Strategic complementarity in price setting, thus

feeds into strategic complementarity in information acquisition and incentivizes a firm to delay

its acquisition of information about monetary shocks till others acquire new information. Thus,

individual prices and hence the aggregate price move sluggishly in response to monetary shocks.
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Furthermore, since the aggregate price moves sluggishly, the gap between a firm’s current price

and its target price is small in terms of the loss from being uninformed about monetary shocks. This

small loss from mis-pricing further reinforces a firms’ motive to delay acquiring new information

about monetary shocks and strengthen the planning complementarity. The combination of the

planning and pricing complementarity implies that aggregate price moves sluggishly in response to

monetary shocks.

However, a firm’s price response to its own idiosyncratic productivity shock is not contingent

on the actions of others, as each firm is too small and cannot affect the average price. The absence

of strategic complementarities in pricing with respect to idiosyncratic productivity implies that

prices respond fully to idiosyncratic shocks. Moreover, this absence of strategic complementarity

in pricing extends to a lack of complementarities associated with planning over the idiosyncratic

state. Hence, there is no delay in information acquisition about idiosyncratic productivity unlike

the case of information acquisition regarding monetary policy. As a result, prices will reflect

new information about idiosyncratic productivity more quickly than information about monetary

shocks. Thus, this model is able to explain differential adjustment of prices to different shocks.

Prices respond frequently to idiosyncratic productivity shocks but not monetary shocks.

4.2 Mean Reverting Idiosyncratic Productivity Shocks

Empirical studies have found that relative price changes are frequent, large but transitory. Fur-

thermore, Mankiw and Reis (2010) and other research has documented that many price changes

follow what seem like predetermined patterns that follow simple algorithms, and actual resetting

of price plans based on new information seems less frequent. The model

Suppose firm i updates its information about idiosyncratic productivity today at t = t0 and

observes that z(t0) = z0 is above the mean. Since its marginal cost is lower this period, the firm

can afford to set a lower relative price and attract more demand. However, since productivity is

mean reverting, the firm expects productivity to fall back to the average at a rate η. The firm

chooses not to update its information between t0 and t0 + T ∗z . During this period, it sets prices

according to a simple pricing plan that it determined at t0. The price plan stipulates that prices

be raised over time towards the average price to compensate for the increasing marginal costs, and

is set to track the target price as closely as possible. The price plan can be written as

pi(t) = ζz0e
−η(t−t0)for t0 ≤ t ≤ T ∗z (28)

At t0 + T ∗z , the firm updates information about its idiosyncratic productivity and resets the price
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plan. Suppose it observes that z(t0 + T ∗z ) = z1. It then resets the price plan to

pi(t0 + T ∗z + dt) = ζz1e
−ηdt for 0 ≤ dt < T ∗z

As can be seen from the price plan in equation (28), the model predicts that relative price changes

are transitory which is consistent with empirical findings.

Empirical evidence suggests that idiosyncratic shocks are very volatile and hence firms would

tend to update their information about idiosyncratic shocks frequently. Prices incorporate new

information more often, which results in large jumps in prices from firms resetting their price plans

(See Figure 1).

In the present setup, firms update their information about idiosyncratic productivity every T ∗z

[defined in equation (26)] periods and reset price plans every time they do so. They set prices ac-

cording to this new plan at every subsequent date until they update their information again. Prices

change at each date but only incorporate new information at discrete intervals which correspond

to resetting of price plans at the arrival of new information. This is consistent with Blinder et al.

(1998), who find evidence of managers’ adjusting their price plans.

The model struggles at generating flat price paths. In terms of the model, flat price paths

would occur when at the planning date t0, the firm observes z(t0) = 0 at the planning date. Under

a diffusion process, the probability of drawing z = 0 is a zero measure event. Thus, without

introducing any other friction, observing a flat price path is a zero measure event. A possible

solution to this problem might be found in a rational inattention setup as in Woodford (2009). In

such a setting, rationally inattentive firms might choose to set prices out of a discrete set even if the

shock process is continuous. This would complicate the aggregation problem and is left for future

research.

4.3 Volatility of Monetary Policy Shocks and Effectiveness of Monetary Policy

Proposition 5. For r ∈ (0, 1), duration for which firms remain inattentive about state k ∈ {m, z}
is decreasing in the volatility of that particular state. In other words

∂T ∗k
∂σ2k

< 0 , ∀k ∈ {m, z}

Proof. The proof is provided for the relation between T ∗m and σ2m. The proof for T ∗z is analogous.

Define

Fm(Tm, σ
2
m) = σ2mTm

∫ Tm

0
(1− r)e−ρs Tm − s

Tm − rs
ds− Cm
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Equation (25) can be seen as the case Fm(T ∗m, σ
2
m) = 0. Appendix A.1.5 shows that ∂Fm(T ∗m, σ

2
m)/∂T ∗m >

0. A simple application of the Implicit Function Theorem then implies:

sign

[
dT ∗m
dσ2m

]
= −sign

[
∂Fm(T ∗m, σ

2
m)

∂σ2m

]
= − , since 0 < r < 1

Proposition 5 has direct implications for the effectiveness of monetary policy. The longer firms

choose to stay inattentive about changes to monetary policy, the more persistent is the effect of

monetary policy on output. This is because the effect of monetary policy on output dies out as

soon as all firms learn about the monetary policy change. If each firm updates its information

frequently then all firms will become informed about a change in policy more quickly, which then

reduces the effect of that change in monetary policy.

Thus, the model predicts that a monetary authority has a trade-off between effectiveness of

monetary policy and the level of discretion it can use in the conduct of monetary policy. A more

discretionary monetary policy, in terms of the model, corresponds to a higher variance of monetary

policy σ2m. The model predicts that monetary policy will have more persistent effects on output in

regimes with lower σ2m. Another way to look at this prediction is that periods with high inflation

volatility (high σ2m) correspond to periods where the persistence of the effect of monetary policy on

output is lower. I use this prediction of the model to analyze the effectiveness of monetary policy

in the US since the 1970’s in Section 6.

5 Calibration and Numerical Results

As is standard in the New Keynesian literature (e.g. Gertler and Leahy (2008)), I simulate the

model around a zero long run inflation steady state. I draw on existing literature for the values

of the preference parameters ρ, γ, α, and ε. The discount rate ρ is set to 0.04, following an annual

calibration. The risk aversion parameter γ is set to to 2. The elasticity of substitution parameter ε

is set to 10. The dis-utility of labor α is set to 9, which implies that roughly 33 percent of the unit

time endowment is allocated to labor in steady state. The exponent on labor in the production

function is calibrated to the standard value of θ = 2/3. This calibration yields r = 0.7917 which

measures the strength of the strategic complementarity in price setting. Woodford (2003) suggests

values of r between 0.75 and 0.9. I set σm = 0.0248, which corresponds to the standard deviation

of annual inflation in the Klenow and Kryvtsov (2008) data set. To calibrate the cost of acquiring
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and processing information, I draw on existing literature. Studies such as Chevalier et al. (2003)

estimate menu costs to be of the order of about 0.75 per cent of a firm’s revenue. Zbaracki et al.

(2004) report that information processing costs are 6 times as large as menu costs. Thus, I set the

cost of acquiring information as 0.75×6 = 4.5 percent of steady state revenue. Without any strong

reason to set the cost of acquiring information about monetary shocks differently from that about

the idiosyncratic state, I set Cm = Cz.
This leaves two parameters to be calibrated: the variance σ2z and the rate of mean reversion η

of idiosyncratic productivity shocks. I follow a calibration strategy similar to Golosov and Lucas

(2007). First, I shut down the monetary policy shock. Thus, all price changes are in response to

idiosyncratic shocks. I calibrate σ̂2z ≡ ζ2σ2z and η by targeting the average number of price reviews

per year and the average size of a price change conditional on a price increase.10 I choose the

parameters to minimize the sum of the squared differences between the values of the two targets

in the data and the model generated counterparts.

Alvarez et al. (2011) report that the median number of price reviews per year in the US is

between 2 and 3. I target the median number of price reviews a year to be 3. Golosov and Lucas

(2007) find that the average price change conditional on a price increase is 0.095 for regular price

changes in the Klenow and Kryvtsov (2008) dataset. Minimizing the squared difference yields

σ̂z = 0.58, which corresponds to a quarterly standard deviation of 0.14, and η = 0.6652, which

corresponds to a persistence of 0.85 in a quarterly AR(1). I simulate the model with the shortest

time period being a month to calculate the average size of price changes. The calibration exercise

yields 0.086 as the average price change conditional on an increase and 3.9 price reviews a year.

Details of the calibration are summarized in Table 1.

I calculate the optimal planning horizon about the monetary state from equation (25). The

half-life of the response of output is approximately 5.2 years.11 Thus, unlike Golosov and Lucas

10Equations (15) and (18) show that ζ determines the sensitivity of the profit-maximizing price to the idiosyncratic

state variable and has the same effect as the variance of the idiosyncratic state variable. Therefore, I normalize |ζ| to
one and only choose the variance of the idiosyncratic state variable. Thus, I calibrate σ̂2

z ≡ ζ2σ2
z instead of just σ2

z .
11If I let Cm 6= Cz, then the model is able to match any characteristics of both the micro level data and sluggish

responses of prices. On setting Cm to be 0.1 percent of steady state revenue, a positive shock to monetary policy

results in a positive effect on output for approximately 6 quarters which is the length of the non-neutrality estimated in

Christiano et al. (1999). It is not unreasonable to believe that the cost of acquiring information about monetary policy

might be substantially smaller than the cost associated with the idiosyncratic state. Information has characteristics

of a public good and becomes cheaper as more people choose to acquire it. All firms are looking for the same

information about monetary policy while they only want information about their own idiosyncratic state. Thus, the

higher demand for information about monetary policy makes the cost of acquiring information about it much lower.
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Parameter Source/Target

Dis-utility of Labor α = 9 Steady state labor = 0.34

Coefficient RRA γ = 2 Std. in literature

Share of Labor in output θ = 2
3 Std. in literature

Elasticity of substitution across goods ε = 10 Std. in literature

Discount Rate ρ = 0.04 Std. Annual Calibration

S.D. of monetary shock σm = 0.0248 Annual standard deviation of

inflation from Klenow and

Kryvtsov (2008)

Cost of updating information C = 0.0088 Chevalier et al. (2003),

Zbaracki et al. (2004)

S.D. of idiosyncratic shock σ̂z = 0.58 S.D. of price changes condi-

tional on increase = 0.91,

Golosov and Lucas(2007)

Persistence of idiosyncratic shock η = 0.6652 # Price Reviews/year= 3, Al-

varez et al. (2011)

Table 1: Baseline Parameter Values

(2007), this model is able to generate substantial non-neutralities and a strongly persistent effect

of a shock to monetary policy on output.

Golosov and Lucas (2007) note that the strength of the non-neutrality is increasing in the

share of the fixed factor which can be measured as 1 − θ. This is because the degree of strategic

complementarity (r) in price setting is decreasing in 1 − θ. Even with θ = 0.99, i.e, even if the

importance of the fixed factor and the degree of the strategic complementarity (r = 0.0872) are

much lower than suggested by Woodford (2003), the model still generates significant non-neutrality.

The half-life of the effect on output for θ = 0.99 is 2.8 years.

Figure 1 shows the paths of prices set by a firm under costly information compared to under

costless information in response to a sample path of idiosyncratic shocks. Monetary Shocks are

shut down in the figure, so prices are only reacting to changes in idiosyncratic productivity. The

This can be also seen from the fact that one might learn about the state of monetary policy from reading a newspaper

which is much cheaper than a firm hiring consultants to find out about its demand and cost advantages. Veldkamp

and Wolfers (2007) formalize such an argument.
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dashed line corresponds to the path of a firm’s price under costless information. The solid line

shows the reaction of price in an environment with costly information. The vertical lines indicate

price reviews, i.e periods when firms update their information. The vertical dotted lines indicate a

price review. The price jumps at the arrival of new information. Prices under costly information

are certainly smoother but not very different from those under full information. The realized loss

in profit from mis-pricing is not very large, since firms choose to update their information about

idiosyncratic productivity frequently.
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Figure 1: Price Paths of Representative firm in response to idiosyncratic shocks

The impulse response of output and the aggregate price to a positive monetary shock of one

standard deviation magnitude can be seen seen in Figure 2. : The top panel depicts the response

of aggregate price and the bottom panel depicts the deviation of output from the natural level. T ∗,

in the figure, is the optimal planning horizon for the monetary state. The staggered nature of the

equilibrium results in a large fraction of firms being uninformed about the current true state. This

allows for the model to generate sufficient heterogeneity in firm behavior. Midrigan (2011) points

out that heterogeneity between firms in Golosov and Lucas (2007) is very limited and hence prices

adjust very quickly to a shock in their model. Pricing and planning complementarities result in a

sluggish response of the aggregate price to a monetary shock which results in output being different
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Figure 2: Impulse Response to a monetary expansion

from the natural level. Once all firms update their information sets such that each of them has

incorporated the shock to monetary policy into their prices, the aggregate price adjusts fully to the

shock and output reverts back to the natural level.

Figure 3 shows how the aggregate price evolves under costly information in reaction to a sample

path for monetary policy shocks as compared to the case with costless information. The dashed line

is the path of (log) money supply. The dashed line also corresponds to the path of the aggregate (log)

price in reaction to monetary policy shocks under costless information. The solid line corresponds

to the response of the aggregate price under the costly information case. Changes in the aggregate

price are much smaller in the case with costly information compared to the case with costless

information. Furthermore, the aggregate price responds slowly to shocks when information is

costly. From Proposition 1, in a setting with costless information, the aggregate price tracks money

supply perfectly. Thus, a fall(rise) in the dashed line in the figure corresponds to a contractionary

(expansionary) shock to money supply. The solid line, representing the path of the aggregate price

with costly information lags behind the dashed line. With costly information, the aggregate price

starts to fall well after a contractionary shock to money supply and displays inertia as it continues

to fall even after there has been an expansionary shock to monetary policy.
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Figure 3: Sample Price Path of the aggregate price in response to a sequence of monetary policy

shocks.

Figure 4 plots the distribution of price changes along a sample price path. As Midrigan (2011)

and Klenow and Kryvtsov (2008) point out, standard SDP models generate what has been termed

the missing middle, i.e they fail to explain small price changes. Midrigan (2011) also points out

that the distribution of price changes exhibits excess kurtosis. The current model is capable of

generating this excess kurtosis and is able to explain a large number of both small price changes

and at the same time, also large price changes. Since there is no cost associated with changing

prices per se, the firm changes prices even when only small price changes are warranted. This is

not the case in menu cost models.

6 Effectiveness of Monetary Policy over time

In this section, I look at changes in the effectiveness of US monetary policy since 1969. This

empirical study is in the spirit of Lucas (1973). Instead of looking at cross-country differences in

the effectiveness of monetary policy as in Lucas (1973), I examine changes in the effectiveness of US

monetary policy over time. Economists generally agree that the 1970s, a period of high volatility
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Figure 4: Distribution of size of price changes

in both output and inflation, was also a period in which monetary policy was highly discretionary

and performed quite poorly, relative to both earlier and later periods (Romer and Romer, 2002).

In terms of the model, I interpret a larger variance of the shocks to monetary policy as charac-

terizing a more discretionary regime. The larger the volatility of the monetary policy shocks, σ2m,

the larger the variation in monetary policy which is explained by shocks and less by the systematic

component of the monetary policy rule. Consider the extreme example where σ2m = 0. In that case,

any change in monetary policy is determined entirely by the systematic component of the monetary

policy rule and corresponds to the zero discretion case viewed through the lens of the model. In

terms of the current model, the 1970’s would correspond to a higher σ2m than in subsequent periods.

Following Proposition 5, this would imply that T1970′s > Tpost1970′s, i.e. monetary policy had less

persistent effects on output in the 1970’s than in subsequent periods.

To test the above claim, I estimate T from equation (30) over separate sub-samples. I use

the 1970’s as the first sub-sample and the subsequent years as the second sub-sample. Following
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Bernanke and Mihov (1998), I use the following two breakpoints for a change in policy regime be-

tween the 1970’s and the subsequent period. The first breakpoint is 1979(Q3), which corresponds to

the announcement of chairman Volcker’s new operating regime. The second breakpoint is 1982(Q1),

which Bernanke and Mihov (1998) claim as roughly corresponding to the abandonment of targeting

of non-borrowed reserves in favor of interest rate targeting.

The model-consistent Phillips Curve (in discrete time) can be written as:

πt =
pt − Et−T [pt]

T
+ (1− r)yt − Et−T [yt]

T
(29)

+

T−1∑
j=0

Et−1−j [πt + (1− r)∆yt] + εt

where T ∈ {1, 2, 3, 4, ...} is the number of quarters each firm chooses to wait before it updates its

information about monetary policy, pt is the log price at time t, yt is the output gap, r ∈ R is the

strength of the strategic complementarity in pricing, and εt is a measurement error which is i.i.d

across time. The full derivation is available in Appendix A.1.6. Compared to the standard version

of the Sticky Information Phillips Curve (SIPC) (Mankiw and Reis, 2002), this version of the model

demonstrates an optimal relation between T and the number of lags that need to be included to

estimate the Phillips Curve relationship consistently.12

To proxy for the forecasts of firms, I use data from the Survey of Professional Forecasters

(Croushore, 1993). The survey provides individual responses of a panel of forecasters with up to

four quarter ahead forecasts for the level of the price index and nominal GDP. Consistent forecasts

of real GDP, inflation and the output gap are based on this information.13 To calculate the values

of the consolidated forecast in every quarter period, I calculate the median and mean forecasts

within the cross-section of professional forecasters. Using the median or the mean does not alter

results qualitatively.14 The main limitation of the dataset is that forecasts are available only up to

4 quarters ahead which limits the parameter space for T to {1, 2, 3, 4}.15

12See Appendix A.2.1 for a detailed discussion.
13As in Coibion (2010), I assume that the forecasters know the CBO’s measure of potential output at the time of

forecasting. This enables me to calculate the forecasted output gap as the log difference between the forecasted real

GDP and the measure of potential output for a particular quarter.
14Since the data in the period prior to the 1980’s has some missing values for forecasts 4 quarters ahead of some of

the variables of interest, I impute these values by averaging the data for the neighboring quarters which are available.

Alternatively, dropping these entries does not alter the results qualitatively.
15T = 1 implies that each firm updates information every quarter and so there is no sticky information. In this

case the SIPC relationship breaks down and equation (30) is not valid. Thus, I focus on T ∈ {2, 3, 4}
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As a preliminary check, I estimate the parameters of equation (30) by the method of Maximum

Likelihood Estimation.16 Estimating the model over the whole sample yields an estimate of T̂ = 4.

This corresponds to one price review every year,17 which is consistent with other empirical findings

such as Blinder et al. (1998). T = 4 is also consistent with the Mankiw and Reis (2002) estimate

of the exogenous arrival rate of new information (1− λ = 0.25).

Estimating the model over the sub-samples separated by the first break point gives us the point

estimates of T̂t<1979(Q3) = 3 and T̂t≥1979(Q3) = 4. Using the second break point also yields the esti-

mates T̂t<1982(Q1) = 3 and T̂t≥1982(Q1) = 4. Thus, firms were updating information more frequently

in the 1970’s, a period which in terms of the model corresponds to a higher σ2m . Conversely, firms

update information more slowly in periods where monetary policy is less discretionary and σ2m is

low. Finally, I test the null hypothesis H0 : Tt<1979(Q3) ≤ Tt≥1979(Q3) against the complement, and

also test the null that H0 : Tt<1982(Q1) ≤ Tt≥1982(Q1) against its complement.

Through a likelihood ratio test,18 I am able to reject the hypothesis that Tt<1979(Q3) ≤ Tt≥1979(Q3)

in favor of the alternative Tt<1979(Q3) > Tt≥1979(Q3) at the 1% level of significance, i.e. firms up-

dated their information more frequently prior to 1979(Q3). Moreover, using the second break-

point, I am able to reject the hypothesis that Tt<1982(Q1) ≤ Tt≥1982(Q1) in favor of the alternative

Tt<1982(Q1) > Tt≥1982(Q1) at the 5% level of significance. These results are supportive of the model’s

predictions. Through the lens of the model, the aggregate price responded more quickly to mon-

etary policy shocks in the 1970’s than in subsequent decades, and hence monetary policy had a

relatively less persistent effect on output in the 1970’s.

7 Conclusion

Unlike the sticky information literature, the model presented in this paper is capable of explaining

the differential adjustment of prices in response to monetary and idiosyncratic shocks. By relying on

costly information rather than physical menu costs, the model is also consistent with the findings of

Zbaracki et al. (2004), who find that information processing costs associated with pricing decisions

are extremely important in determining pricing behavior. The model relies on sluggishness in

prices to explain monetary non-neutrality. This sluggishness in price adjustment is caused by the

decision of all firms to delay the acquisition of new information. This channel is shown to be

16See Appendix A.2.2 for details.
17The null hypothesis of H0 : T = 4 v/s Ha : T < 4 cannot be rejected even with 90% confidence in a likelihood

ratio test.
18see Appendix A.2.1 for details.
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particularly important by Klenow and Willis (2007) who find that price changes in the CPI reflect

older information than would be predicted by a costless-flexible information environment.

One of the key implications of the model is that the persistence of output in response to a

monetary shock should be decreasing in the degree of monetary policy discretion, or alternatively

the level of inflation volatility. Using data from the 1970’s and subsequent decades to estimate

the model-consistent Phillips curve, I confirm the hypothesis that the persistence was indeed lower

in the 1970’s, which has been identified as a period where monetary policy was actively trying to

exploit the Phillips curve relation and was highly discretionary.

The model is also able to better account for features seen in micro pricing data as documented

in Mankiw and Reis (2010). When calibrated to match frequently changing prices at the micro

level, the model is still able to generate substantial non-neutralities. This is an improvement over

standard menu cost models, as it is able to explain a sluggish response of the aggregate price

to monetary shocks despite large and frequent price changes at the micro level to idiosyncratic

shocks. In addition, the model does not suffer from the problem of the ‘missing middle’ and is

able to generate a highly kurtotic distribution of price changes as has been documented by some

researchers.

A shortcoming of the model is that it struggles to explain the existence of spells during which

prices do not change at all. This is because price changes are costless, and thus firms are not

deterred from changing prices by small amounts. Prices do not adjust continuously at low levels

of inflation in the data. Adding menu costs to change prices does would resolve this problem but

reintroduces the dilemma of the ‘missing middle’. A possible resolution of this discrepancy can

potentially be found in a rational inattention setup like in Woodford (2009), as mentioned earlier.

This is left for future research.
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A Mathematical Appendix

A.1 Proofs

A.1.1 Existence of a constant equilibrium nominal interest rate

Let R(t) = R, then, by definition

Q(t) = eRdtEt{Q(t+ dt)}

From equation (6):

Et

(
Q(t+ dt)

Q(t)

)
= e−ρdtEt

(
R(t)MD(t)

R(t+ dt)MD(t+ dt)

)
Impose R(t) = R(t+ dt) = R:

Et

(
Q(t+ dt)

Q(t)

)
= e−ρdtEt

(
MD(t)

MD(t+ dt)

)
= e

(
−ρ+σ2m

2

)
dt

Thus,

R = ρ− σ2m
2

A.1.2 Proof of Lemma 1

The Full-Information case is when Fm = Fz = 0. All firms adjust prices in response to all shocks at

every instant. Plugging in equations (4) - (9) and imposing market clearing into the firm’s objective

can be rewritten as

Ei0

{
1

λ

∫ ∞
0

e−ρt

[(
RM(t)

P (t)

) 1
γ
−1(Pi(t)

P (t)

)1−ε
− α

[AZi(t)]
1
θ

(
RM(t)

P (t)

) 1
γθ
(
Pi(t)

P (t)

)− ε
θ

]
dt

− α
[
Fm

∫ ∞
0

e−ρtdDm
i (t)dt+ Fz

∫ ∞
0

e−ρtdDz
i (t)dt

]}
Each firm sets Pi(t) so as to maximize the objective function above:

P fi (t) =

[
εα

θ(ε− 1)

R
1+θγ−θ
γθ

A
1
θ

] θ
θ(1−ε)+ε

Zi(t)
− 1
θ(1−ε)+εM(t)

1+γθ−θ
γ(θ(1−ε)+ε)P (t)

1− 1+γθ−θ
γ(θ(1−ε)+ε)

Define A =
[

εα
θ(ε−1)R

1+γθ−θ
γθ

]θ
so that the initial constant term goes to 1. Thus,

P fi (t) = Zi(t)
− 1
θ(1−ε)+εM(t)

1+γθ−θ
γ(θ(1−ε)+ε)P (t)

1− 1+γθ−θ
γ(θ(1−ε)+ε)
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Taking logs on both sides

lnP fi (t) = ζ lnZi(t) + r lnP f (t) + (1− r) lnM(t) (30)

where ζ = −1
θ(1−ε)+ε and r = 1− 1+γθ−θ

γ(θ(1−ε)+ε) .

A.1.3 Proof of Proposition 1

The price index P =
[∫ 1

0 Pi(t)
1−ε
] 1

1−ε
can be approximated by

p(t) =

∫ 1

0
pi(t)di

around any symmetric equilibrium. Thus, integrating equation (30) over i ∈ [0, 1] yields:

pf (t) =

∫ 1

0
pfi (t)di = ζ

∫ 1

0
zi(t)di+ rpf (t) + (1− r)m(t)

= rpf (t) + (1− r)m(t)

which implies

pf (t) = m(t)

A.1.4 Proof of Lemma 2

Guess that p(t) follows the path

p(t) = σm

∫ t

−∞
gt(τ)dW (τ)

Plugging this guess into the expression for p∗(t) yields

p∗(t) = σm

∫ t

−∞
[1− r + rgt(τ)]dW (τ)

Note that

E{p∗(t) | Iτ̂m} = σm

∫ τ̂m

−∞
[1− r + rgt(τ)]dW (τ)

and

E{zi(t) | Iiτ̂z} = zi(τ̂z)e
−η(t−τ̂z)

Thus, from equation (18), firm i with the information set Iit = Iτ̂m × Iiτ̂z is

pi(t) = σm

∫ τ̂m

−∞
[1− r + rgt(τ)]dW (τ) + ζzi(τ̂z)e

−η(t−τ̂z)
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The aggregate (log) price can be derived by integrating over the two distributions Γmt and Γzt .

p(t) = σm

∫ t

−∞
[1− Γmt (τ)][1− r + rgt(τ)]dW (τ)

Using the method of undetermined coefficients yields

gt(τ) =
[1− Γat (τ)](1− r)

1− r + rΓat (τ)

Thus,

p(t) =

∫ t

−∞

(1− r)(1− Γmt (τ))

1− r + rΓmt (τ)
dW (τ)

Plugging this into the expression for

p∗(t) = rσm

∫ t

−∞

([1− Γat (τ)]1− r)
1− r + rΓat (τ)

dW (τ) + (1− r)σm
∫ t

−∞
dW (τ)

= σm

∫ t

−∞

1− r
1− r + rΓat (τ)

dW (τ)

A firm’s expectation of p∗(t) follows:

E{p∗(t) | Iτ̂m} = σm

∫ τ̂m

0

1− r
1− r + rΓmt (τ)

dW (τ) (31)

This follows from the fact that EsW (t) = 0, ∀t > s as W (t) is a standard Brownian motion.

Since firm i at date t sets price pi(t) given by:

pi(t) = E{p∗(t) | Iτ̂m}+ ζE{zi(t) | Iiτ̂z}

= σm

∫ τ̂m

0

1− r
1− r + rΓmt (τ)

dW (τ) + ζzi(τ̂z)e
−η(t−τ̂z)

where E{zi(t) | Iiτ̂z} = zi(τ̂z)e
−η(t−τ̂z) is the expression for the conditional expectation of zi(t)

which follows an Ornstein-Uhlenbeck process.

A.1.5 Proof of Proposition 2

The problem of finding the optimal planning horizon about the aggregate state can be reformulated

with the time since when last information was acquired. Define δm = t− τ̂m and δz = t− τ̂z as the

time since firm i last acquired information about the aggregate state and about the idiosyncratic

state respectively. Thus, the two Bellman equations above can be rewritten as

L1(δm) = min
δ′m≥δm

∫ δ′m−δm

0
e−ρsL1(s)ds+ e−ρ(δ

′
m−δm)[Cm + L1(0)] (32)

L2(δz) = min
δ′z≥δz

∫ δ′z−δz

0
e−ρsL2(s)ds+ e−ρ(δ

′
z−δz)[Cz + L2(0)] (33)
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where

L1(δm) =

 σ2m
∫ δm
0

(1−r)2
(1−r s

Tm
)2
ds if δm ≤ Tm

σ2m
∫ T
0

(1−r)2
(1−r s

Tm
)2
ds+ σ2m(δm − Tm) if δm > Tm

and

L2(δz) = ζ2σ2z

∫ δz

0
ds = ζ2σ2zδz

The solution to the first Bellman equation is characterized by the optimal planning horizon (for

aggregate money shocks) T ∗m, iff t > s+ T ∗m. The first order conditions with respect to δ̂m for the

problem described in equation (32), using the fact that the optimal horizon is T ∗m, we can write

L1(T
∗
m) = ρ[Cq + L1(0)] (34)

where

L1(0) =

∫ T ∗m
0 e−ρsL1(s)ds+ e−ρT

∗
mCm

1− e−ρT ∗m
(35)

Following equations (34) and (35), in equilibrium since Tm = T ∗m, it must be the case that

L1(T
∗
m) =

ρ

1− e−ρT ∗m

(∫ T ∗m

0
e−ρsL1(s)ds+ Cm

)
or

Cm =

∫ T ∗m

0
e−ρδ[L1(T

∗
m)− L1(δ)]dδ

Recall that

L1(δ) = σ2m

∫ δ

0

(1− r)2(
1− r s

Tm

)2ds
if δ ≤ Tm. Define Θ = s

T ∗m
, L1(δ) can be written as

L1(δ) = σ2mT
∗
m

∫ δ/T ∗m

0

(
1− r

1− rΘ

)2

dΘ = σ2m(1− r)2T ∗m
δ

T ∗m − rδ

which can be used to write

L1(T
∗
m)− L1(δ) = (1− r)T ∗m

T ∗m − δ
T ∗m − rδ

Therefore, T ∗m is implicitly defined by

Fm(σm, r, Cm, T ∗m) = 0
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where

Fm(σm, r, Cm, Tm) = σ2mTm

∫ Tm

0
(1− r)e−ρs Tm − s

Tm − rs
ds− Cm

Note that

∂Fm
∂T ∗m

= σ2m(1− r)
∫ T ∗m

0

T ∗m − s
T ∗m − rs

ds+ σ2m(1− r)T ∗m
∫ T ∗m

0

s(1− r)
(T ∗m − rs)2

ds > 0 for 0 < r < 1

Since, Fm(σm, r, Cm, 0) = −Cm < 0 and ∂Fm
∂T ∗m

> 0, Fm crosses zero only once, T ∗m > 0 is unique.

A.1.6 Derivation of the Phillips Curve

To estimate the Phillips curve, I use a discrete time approximation to the problem. In the staggered

equilibrium, a particular firm i which last updated information at date τ , at time t wants to set

the (log) price

pi(t; τ) = Eτ [p(t) + (1− r)y(t)]

where Fτ denotes the forecast of the (log) target price at time t based on information as of time τ .

Eτp(t) is the expected log price at t as of τ and Eτy(t) is the expected output gap (in percentages)

as at t as of τ .

Since in the staggered symmetric equilibrium, a constant fraction 1
T of firms update their informa-

tion every period, at time t, no firm has information older than t− T − 1, where T is the optimal

planning horizon( that was determined as an equilibrium object). Thus, a mass 1
T of firms have

information which is current as of date s ∈ [t− T + 1, t] . Thus, the aggregate (log) price at time t

is the average of the price set by each set of firms with different vintages:

p(t) =

T−1∑
s=0

Et−s [p(t) + (1− r)y(t)]

T

= −Et−T
[
p(t) + (1− r)y(t)

T − 1

]
+

T−1∑
s=0

Et−1−s{p(t) + (1− r)y(t)}
T − 1

+
(1− r)y(t)

T − 1
(36)

Similarly, the aggregate (log) price at t− 1 can be written as

p(t− 1) =

T−1∑
s=0

Et−1−s{p(t− 1) + (1− r)y(t− 1)}
T

(37)
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Subtract equation (36) from (37) to get equation (30) minus the measurement error:

π(t) =
p(t) + (1− r)y(t)

T
+

T−1∑
s=0

Et−s−1{π(t) + (1− r)∆y(t)}
T

−Et−T {p(t) + (1− r)y(t)}
T

(38)

A.2 Data Appendix

A.2.1 Estimation of the SIPC

The standard SIPC (Mankiw and Reis, 2002) can be written as

πt =
(1− λ)(1− r)

λ
yt + λ

∞∑
j=0

(1− λ)jEt−1−j [πt + (1− r)∆yt]

where 1− λ is the exogenously specified rate of arrival of new information and also corresponds to

the fraction of firms receiving new information every period. It is necessary to truncate the number

of lagged variables as estimating an equation with infinite regressors is not feasible. However, the

determination of the number of lags to be included is not supported by any economic theory or

restriction from within the model. Additionally, truncation introduces another error term which is

usually correlated with the regressors, causing estimates to be generally inconsistent. [See Coibion

(2010) for a more detailed discussion on this inconsistency]

The setup in the present paper presents a slightly modified approach which lets one circumvent

these problems. Given that each firm updates its information every T quarters, in a staggered

setting, a fraction 1
T of firms update their information each period. This implies that, at any date

t, there is no firm that has information older than vintage t − T . This makes the optimal choice

of lags equal to T . This forms a long run identifying restriction ensuring that monetary policy

is neutral in the long run. Since all firms know about any changes to monetary policy prior to

t − T + 1, the aggregate price has responded proportionally to those changes in policy and hence

there is no effect on output anymore. The standard SIPC imposes a different long run identifying

restriction to ensure long run neutrality: limt→∞ λ(1− λ)t = 0. This restriction in the standard

SIPC implies that all firms receive new information at least asymptotically. However, this long run

restriction does not provide a criterion for picking the number of lags to be used in the estimation.
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A.2.2 Maximum Likelihood Estimation

The equation to estimate is

π(t) =
p(t) + ry(t)

T
+
T−1∑
s=0

Et−s−1{π(t) + r∆y(t)}
T

−Et−T {p(t) + ry(t)}
T

+ εt (39)

where εt ∼ N(0, σ2) is a measurement error i.i.d across time. The parameter space is defined as

follows

Θ = {(T, r, σ) | T ∈ {2, 3, 4}, r ∈ R, σ ∈ R+}

I estimate the parameters using Maximum Likelihood estimation. The Likelihood function given

data X can be written as(
1√

2πσ2

)tN−t1
exp

{
− 1

2σT

tN∑
t=t1

(Tπ(t)− [p(t) + ry(t)] + Et−T [p(t) + ry(t)] · · ·

−
T−1∑
s=0

Et−s−1[π(t) + r∆y(t)]

)2


A.2.3 Hypothesis Testing

To test Proposition 5, I estimate the model over two subsamples. Thus, the model to be estimated

is

π(t) = I(t < break)

[
p(t) + rprey(t)

Tpre
−
Et−Tpre{p(t) + rprey(t)}

Tpre
. . .

+

Tpre−1∑
s=0

Et−s−1{π(t) + rpre∆y(t)}
Tpre

 . . .
+I(t ≥ break)

[
p(t) + rposty(t)

Tpost
−
Et−Tpost{p(t) + rposty(t)}

Tpost
. . .

+

Tpost−1∑
s=0

Et−s−1{π(t) + rpost∆y(t)}
Tpost

+ εt

To implement the Likelihood ratio test I calculate the maximized log likelihood of the restricted

model where I restrict Tpre ≤ Tpost and the unrestricted model where Tpre and Tpost are left

unrestricted. The test statistic takes the following form

LR = −2 [lnL(restricted)− lnL(unrestricted)]
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which is distributed as a χ2 with 1 degree of freedom. The critical values for 1% is 6.6349, 5% is

3.8415 and for 10% is 2.7055.

For the first breakpoint, with the median forecasts, the test statistic is 10.386 and the null can

be rejected with 99% confidence.; with mean forecasts, the test statistic is 4.6132 and the null can

be rejected with 95% confidence.

For the second breakpoint, with the median forecasts, the test statistic is 10.386 and the null

can be rejected with 99% confidence.; with mean forecasts, the test statistic is 4.6132 and the null

can be rejected with 95% confidence.
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