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Abstract 

We analyze how banks manage liquidity between cash and marketable securities and its impact on the 

refinancing of projects subject to a liquidity shock. Securities can be pledged as collateral to acquire 

additional cash but are an imperfect hedge because their quality is uncertain. We show that banks may 

hold too much or too little cash in equilibrium compared to the first-best level, depending on the 

dispersion of securities value. Furthermore, the equilibrium relationship between the dispersion and banks 

cash holding is non-monotonous. We use this framework to assess the impact of liquidity regulation and 

negative interest rate policy. 
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1 Introduction

This paper studies the liquidity management of financial intermediaries when they may

face both a liquidity shock and a shock to the asset-value of the collateral they use to insure

themselves against the liquidity shock.

Liquidity has been an important policy issue since the 2007-2009 financial crisis. Moti-

vated by the concern that financial intermediaries may not hold enough liquid asset, the new

Basel III regulation introduced liquidity requirements such as the liquidity coverage ratio

(LCR). The opposite concerns, i.e. that some financial intermediaries may be hoarding liq-

uid assets such as cash, leading to asset market freezes, has also been expressed, particularly

in Europe during the Subprime and Euro crisis (ECB 2014).1 Moreover negative interest

rates have been motivated as a tool to improve the transmission of accomodative monetary

policy by incentivizing financial intermediaries to use their liquidity to boost lending. In

light of these conflicting concerns, it seems important to understand under which circum-

stances the private decisions of decentralized financial intermediaries may lead to too much

or too little liquidity in the financial system. Our model provides a unified framework to

think about these issues and how policy interventions such as the Liquidity coverage ratio

or negative policy interest rate could improve on market outcomes.

We develop a simple model of banks that are subject to a liquidity shock, in the spirit

of Diamond and Dybvig (1983) and Holmström and Tirole (1998). Our banks are endowed

with a non-tradable project, which we can think of as a commercial loan, that may require

additional cash to successfully come to maturity. The project cannot be pledged or sold to

other banks.2

1For example, the Wall Street Journal reported in 2012 “Europe’s biggest banks are continuing to stash
more money at central banks, a move that reflects their lingering fears about the financial system despite
signs of improvement.” (WSJ “Large European Banks Stash Cash” Nov. 13 2012). For academic work on
the topic see Acharya and Merrouche (2012) for the UK, Heider, Hoerova, and Holthahsen (2010) for Euro
zone, de Haan and van den End (2013) for the Netherlands. See also Ashcraft, McAndrews, and Skeie
(2011) for empirical evidence of precautionary holding of reserves by U.S. banks in 2007-2008.

2That project may not be good collateral because its value could depend on the specific skills of the
banker so that its value is very low when the bank fails, which is precisely when the collateral is needed
(Diamond and Rajan 2001). While we do not explicitly model these frictions, a number of informational
friction can explain why the non-marketable project cannot be sold or its return pledged. See for example
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To insure themselves against this shock, banks choose how much near-cash assets and

marketable securities to hold. We think of near-cash assets as level 1 high quality liquid

assets (HQLA), such as central bank reserves and sovereign bonds. Examples of marketable

securities in our model would be corporate bonds or equities. Marketable securities have a

higher expected return than cash but cannot be used directly to cover the liquidity shock as

their value will be only realized in the long-term. Instead, they can be exchanged against

cash in a market. The market may be interpreted either as a secured money market in

which banks borrow cash by using their securities as collateral (e.g. in a repo transaction)

or as a market in which the securities are sold outright.3

A key feature of our model is that there is an interim shock on securities. The long-term

return of the securities can take two values, high or low, and a wider dispersion between

these values is associated with a lower value for the low return. When choosing how much

cash to hold, banks must take into account the fact that if the securities they hold turn

out to have a low return, they may not be able to obtain enough cash if they are hit by

a liquidity shock. When the dispersion is small, banks are less concerned about this risk.

Thus, the dispersion can be interpreted as the capacity of securities to serve as a source of

liquidity when needed. We refer to this as the “collateral quality” of securities. We analyze

how a variation in the dispersion of the value of securities (collateral quality) has an impact

on the choice of cash holding by banks. To focus on the dimension of collateral quality, we

consider an environment in which the net expected return on securities remains positive

and unchanged (mean preserving spread).

We demonstrate that, in equilibrium, banks may choose to hold too much or too little

cash compared to the first best, depending on the dispersion of the value of securities. When

the dispersion is low enough, banks hold too little cash because they do not internalize the

effect of their cash-holding decision on the equilibrium price of securities. In the cash-in-

Gale and Yorulmazer (2013).
3This assumption is standard, see for example Allen, Carletti, and Gale (2009). In our model, there is

no substantial difference between a secured lending market and a market for outright purchases. Indeed,
since the return on marketable securities is publicly known when the market opens in our model, there is no
difference between selling marketable securities and using them as collateral in secured loans. Holmström
(2015) provides reasons for why it might be different in practice.
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the-market pricing equilibrium, low cash holding implies that the value of securities is low.

This, in turns, reduces the extent to which banks hit by a liquidity shock can continue

their non-marketable project. In contrast, if the dispersion of the value of the marketable

securities is sufficiently high, banks hoard cash; that is, banks choose to hold enough cash

to self-insure and continue their long-term project without accessing the interbank market.

This leads to a market “freeze”.

Interestingly, our results show that an increase in dispersion has a non-monotonous

impact on aggregate liquidity. When the dispersion is small or moderate enough, an increase

in dispersion diminishes the cash holdings of banks. However, when dispersion exceeds a

certain threshold, banks switch their behavior on cash holdings, triggering a shift from a

regime with low aggregate liquidity to a regime with liquidity hoarding.

It might seem counter-intuitive that, for moderate dispersion, banks would decrease their

cash holdings as collateral quality deteriorates, given that this situation should naturally

amplify the banks’ precautionary motive for holding more cash. The underlying reason

is that an opposing indirect effect counterbalances the rise in the precautionary motive.

When dispersion remains relatively low, its increase prompts a decrease in the market

return on cash in equilibrium. This is attributed to the declining demand for cash backed

by securities due to the diminishing value of securities. Consequently, the motivation to hold

cash diminishes. This indirect effect is dominant until the net market return on cash reaches

0 and can no longer adjust. Therefore, starting from this threshold level of dispersion, the

precautionary motive becomes the sole driver of the decision on cash holding. This, in turn,

results in a substantial surge in cash holdings.

Furthermore, our result that a decline in the collateral quality of securities leads to a

reduction of the market return on cash carries a macroeconomic implication. Within our

model, the market return on cash can be linked to the risk-free rate in the sense that it is

the rate at which banks borrow secured. Our results imply that a decrease in the collateral

quality of securities in the economy, even without alterations in their expected returns, can
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lead to a decrease in the safe interest rate.4

We study policies that can improve the equilibrium allocation.

First, we show that when the economy is in an equilibrium with cash-in-the-market

pricing so that aggregate liquidity is lower than the first-best optimal level, a liquidity

regulation similar to the LCR improves welfare. The intuition is that by forcing banks

to hold more (near-)cash assets, the regulation helps correct the fact that banks don’t

internalize the effect of their choice of cash holding on the price of securities.

Second, we investigate the type of policies needed when the economy is in an equilibrium

with cash hoarding. In such a situation, a policy of negative interest rate (NIR) reduces

the incentive to hold cash, but always reduces welfare by inducing an excessive downward

adjustments in banks’ cash holdings and thus to too many project liquidations. However,

a combination of a NIR policy and a liquidity regulation can be effective because liquidity

requirement counters the negative effect of NIR on cash holding choice.

Related literature.—Our paper relates to three strands of literature.

First, our work relates to a strand of literature analyzing liquidity management by banks

and its relation with the interbank market and asset prices, pioneered by Bhattacharya and

Gale (1987).5 In particular, following Allen and Gale (2004a; 2005), a number of papers have

analyzed how cash-in-the-market-pricing affects aggregate liquidity and the scope for inter-

vention. One important difference with extant studies is that there can be either insufficient

liquidity or liquidity hoarding in our setup.6 On the one hand, the result that liquidity can

be too low under laissez-faire is in line with early contributions where cash-in-the-market-

pricing generates pecuniary externalities when combined with limited risk-sharing due e.g.

to market incompleteness (Allen and Gale 2004b), asymmetric information (Bhattacharya

and Gale 1987), or hidden trades (Farhi, Golosov, and Tsyvinski 2009). Recent applications

of this general theme include Kara and Ozsoy (2020) or Lutz and Pichler (2021). Building

4We use the terms risk-free rate and safe interest rate interchangeably .
5Important contributions to this literature include Allen and Gale (1994), Freixas, Parigi, and Rochet

(2000), Allen and Gale (2004a;b), Allen, Carletti, and Gale (2009), Diamond and Rajan (2011), and Freixas,
Martin, and Skeie (2011), among others.

6Arseneau, Rappoport, and Vardoulakis (2020) provide an over-the-counter market setup where liquid-
ity can be inefficiently low or high due to a congestion externality.
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on a standard rationale for a minimum liquidity requirements,7 our results suggest that

the optimal level of the requirement depends (in a non trivial way) on the collateral qual-

ity of non-HQLA securities. On the other hand, motivated by the great financial crisis,

several studies have explained inefficient liquidity hoarding as arising from the expectation

of fire sales (Acharya, Shin, and Yorulmazer 2011; Diamond and Rajan 2011; Gale and

Yorulmazer 2013).8 In our model cash hoarding arises from a precautionary—rather than

a strategic—motive when the collateral quality of securities is depressed and the market

return of cash at its lowest.9 Interestingly, our contribution suggests that a liquidity ceiling

is not a proper policy response in a cash hoarding regime; rather a combination between

a liquidity floor and NIR can be effective. More recently, this literature has started to

analyze the interaction between liquidity requirements and capital requirement (Walther

2016; Kara and Ozsoy 2020; Kashyap, Tsomocos, and Vardoulakis 2020; Carletti, Gold-

stein, and Leonello 2020) or liquidity injections by the central bank (Santos and Suarez

2019; Robatto 2023). We add to these papers by emphasizing a complementarity between

liquidity requirement and a NIR policy.

Our results also contribute to the growing literature on the impact of the negative

interest rate policy enacted in some jurisdictions as part of the unconventional monetary

policy toolkit in the aftermath of the great financial crisis. This literature is essentially

empirical, with no one-sided conclusion so far regarding the efficacy of a NIR policy (NIRP):

a number of studies report results suggesting an expansionary effect on bank lending, while

others instead point to a contractionary impact.10 In our setup, a NIRP is contractionary

7In Diamond and Kashyap (2016), liquidity regulation helps reducing the probability of run rather
than correcting a pecuniary externality. A separate strand of literature analyzes liquidity requirements as
a way to limit public bailouts; see Farhi and Tirole (2012) and Keister (2016), and more recently Tirole
and Dewatripont (2018).

8The strategic motive for cash hoarding is also analyzed in Acharya, Gromb, and Yorulmazer (2012),
because of market power in the interbank market.

9Another view is that liquidity hoarding can be explained by an exogenous increase in counterparty risk
(Heider, Hoerova, and Holthausen 2015). We analyze a secured interbank market where counterparty risk
is not an issue. Acharya and Skeie (2011) also propose an analysis of liquidity hoarding based on agency
problem associated with high-leverage. There is no agency issue in our paper.

10See Eisenschmidt and Smets (2018) and Heider, Saidi, and Schepens (2021) for surveys. Expansionary
effect on bank lending are reported in Grandi and Guille (2021) for France, Demiralp, Eisenschmidt, and
Vlassopoulos (2021) for the Eurozone, Bottero et al. (2022) for Italy, Schelling and Towbin (2022) for
Switzerland, and Hong and Kandrac (2022) for Japan. Contractionary effects can be found in Heider,
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if introduced alone in a configuration of low rates (high dispersion), but this negative

effect can be mitigated by a regulation requiring banks to hold highly liquid assets (e.g.

LCR). This suggests that the effect (and desirability) of NIRP is not independent of other

measures, and in particular should be assessed by conditioning on policy tools targeting the

level of liquidity in the banking sector. On the theoretical side, Abadi, Brunnermeier, and

Koby (2022) and Eggerston et al. (2019) provide models where interest rate cuts in negative

territory can become counterproductive beyond some point, by eroding bank profitability.

We focus on a different mechanism, by showing that a NIR policy can be useful to address

liquidity hoarding (if complemented by a liquidity regulation). This provides a different

rationale for a NIR policy than the usual argument that going negative removes an upward

bias in expectations about future policy rates (Draghi 2014).

Finally, even though ours is a banking setup a connection can also be made with the

well-developed macro literature investigating the sources of low interest rates. In particular,

a series of papers emphasize a safe asset shortage as a key factor exerting downward pressure

on real interest rates (Caballero 2006; Caballero, Farhi, and Gourinchas 2008; Caballero

and Farhi 2018).11 In our model economy there is non shortage of safe assets (HQLA), but

a decrease in the capacity of (non-HQLA) assets to serve as a source of liquidity—caused

e.g. by an increase in the dispersion of their return—leads to a lower risk-free interest rate.

2 Environment

The economy has 3 dates, t ∈ {0, 1, 2}, and is populated by a continuum of ex ante

identical agents—labelled banks—who are risk neutral and maximise expected final con-

sumption. The economy also includes a central bank.

Saidi, and Schepens (2019) for the Eurozone, Eggerston et al. (2019) for Sweden, and Bittner et al. (2021)
for Germany. Note that since these studies generally use a difference-in-difference approach for identification
purposes, they cannot say much about the aggregate effect of NIRP.

11This macro literature is not surveyed here. Other determinants that have been discussed include
demographic trends, productivity slowdown or globalization. See Eggerston et al. (2019), Lukasz and
Summers (2019) and Marx, Mojon, and Velde (2021) for recent contributions attempting to quantify the
importance of the various factors. On the specific role of safe assets, see the surveys by Caballero, Farhi,
and Gourinchas (2017) and Gorton (2017).
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At t = 0, each bank is endowed with one unit of a money-like asset we call “cash”. Cash

can be invested in marketable securities, henceforth “securities,” such as bonds, equities, or

asset-backed securities, or it can be stored. We denote by s ∈ [0, 1] the share of cash that

a (representative) bank chooses to hold. Securities generate a stochastic return at date 2,

as described below. Cash in storage earns a net return determined by the central bank.12

In addition, each bank has a pre-existing non-marketable project, henceforth, “project”,

which we think of as an industrial loan or a commercial real-estate deal, for example.

Projects yield output at date 2, and may need additional infusion of cash at date 1, as

explained below.

What matters for our results is the relative return on cash, securities, and the non-

marketable project, so we normalize the net return on cash to be zero. In section 5 we

consider what happens if the central bank changes the net return on cash at date 1.

Securities: We think of securities as a long-term asset that generate a risky payoff R̃ at

date 2. R̃ takes value RH with probability µ and RL with probability 1−µ, with RH ≥ RL.
13

As of date 0, all securities are perceived as identical, with an expected date 2 payoff

R̄ ≡ µRH + (1− µ)RL. We refer to θ ∈ {H,L} as the type of the securities and call

type-H securities the ‘high’ type and type-L securities the ‘low’ type. We assume some

form of limited diversification, so that all securities in a given bank portfolio turn out to be

of either the low or the high type.14 At date 1, each bank learns the actual date 2 payoff

of the securities it holds.

Our analysis focuses on the dispersion of the value of securities. To facilitate the com-

parison between economies with different degree of dispersion, we introduce a parameter

ε that indexes dispersion for a given expected value of the asset, R̄ (i.e., mean-preserving

12This corresponds to setting the interest on reserves. We consider negative interest rate policies in
section 5.

13There is an infinite supply of such assets. Empirically we think of these assets as any type of security
with an International Security Identification Number (ISIN) or, in the U.S. context, a CUSIP, allowing its
trade on an organized market. We do not model the process leading to the creation of this type of security.

14Limited diversification is a standard assumption in the banking literature (Holmström and Tirole
1997). Limited diversification could arise because of geographical bias in financial institutions’ securities
portfolio.
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spread). Specifically, given ε, the value of type-L securities is expressed by

Rε
L = (1− ε) R̄ (1)

Accordingly the value of type-H securities under constant R̄ can be expressed by

Rε
H =

(
1 +

1− µ

µ
ε

)
R̄ (2)

Expression (1) and (2) show that a higher value for ε implies a lower value of type-L

securities, and a higher value of type-H securities, which can be translated as a higher

dispersion of the value of securities. When ε is 0, R0
L = R̄ = R0

H and there is no dispersion

while, when ε is 1, R1
L = 0 < R̄ < R1

H =
1

µ
R̄ so that dispersion is maximal. In the

remainder of the paper, we simply refer to the parameter ε as the dispersion of asset value.

Projects: Each bank is endowed with a project that yields y at t = 2 if it matures. At

t = 1, with probability λ, the project is hit by a liquidity shock that requires the injection

of an additional amount of cash x.15 We do not consider aggregate uncertainty and assume

that the value of λ is known at date 0. In addition, the liquidity shock is uncorrelated with

the quality of a bank’s securities. To simplify notation, we normalize that amount to 1.

We show in appendix B that our qualitative results generalize to the case where x < 1.

If no cash is injected, the project is liquidated at t = 1 and yields nothing. The project

is divisible: If a bank does not have enough cash at t = 1 to continue the project in its

entirety, it can inject i < 1 of cash and the project returns i · y at date t = 2. Liquidity

needs are private information to the banks.

We assume that :

y > R̄ (A1)

This condition implies that, from the perspective of date 0, the return y on the extra amount

of cash that needs to be injected to continue the project in case of a liquidity shock is greater

15We assume a law of large number holds so that the share of projects affected by the liquidity shock is
also λ.
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than R̄, the expected return on securities. Finally, let ε̄ denote the level of dispersion such

that the expected value of the low type is equal to the extra cash needed to continue the

project full scale, i.e. Rε̄
L = 1.

Timing: At date t = 0, banks choose the share of cash s they want to hold. At t = 1, a

market opens in which banks can rebalance their portfolio of cash and securities. Banks with

liquidity needs can sell their securities to banks with extra cash. In our model, under the

assumption of no counterparty risk, acquiring cash through the sale of securities is equivalent

to acquiring cash through repo by pledging securities. Given the importance of repo markets

for interbank transactions, we frequently refer to the securities as ”collateral.” At t = 2,

projects and securities mature, and consumption takes place.16 Figure 1 summarizes the

sequence of the events.

• t = 0: Each bank chooses s, the share of cash it wants to hold, with 1−s representing

the share of securities the bank holds.

• t = 1: Each bank learns the type of the securities it holds and whether it suffer

liquidity shock. The market in which cash can be traded for securities opens. Bank

with a liquidity shock decide whether to inject additional cash, up to x, to continue

their project.

• t = 2: The return on long term project and the securities are realized. Banks profits

are realized.

Benchmark allocations We consider two benchmarks, the first-best and autarky. Since

y > R̄, the first best requires that the non-marketable projects be continued in their entirely,

which can be achieved by keeping an amount of cash greater or equal to λ. In addition,

since R̄ > 1, the amount of cash should be as small as possible, conditional on continuing

16In this model, obtaining liquidity to continue the project is the only reason to sell assets.

9



•
t = 0

•
t = 1

•
t = 2

• Banks invest in assets

− s in cash

− 1− s in securities

• Liquidity shock realized

− λ banks need to inject x of cash

• Type of security {H,L} revealed

µ RH

1− µ RL(≤ RH)

• Market for cash/securites trades

− prices: PH , PL

• Refinanced projects continued

• Projects mature (y)

• Payoff from assets realized

Figure 1: Timing

the non-marketable projects. Hence, first-best welfare is equal to

WFB = y + (1− λ) R̄. (3)

There are two cases to consider regarding the autarky allocation. A bank could choose

to hold only cash to make sure that it can continue its non-marketable project in its entirely

if it is subject to a liquidity shock. In this case, expected welfare would be y + (1 − λ).

Alternatively, the bank could choose to only hold securities in which case the entire non-

marketable project is lost when a liquidity shock occurs and expected welfare is (1−λ)y+R̄.

To focus on the more relevant case in which liquidity shock is not trivial, we assume that

λ is not too small, so that in autarky banks prefer to hold cash rather than securities.

Specifically, we impose

R̄− 1 < λ(y − 1), (A2)

so that welfare in autarky is

W0 = y + (1− λ) . (4)
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3 Laissez-faire equilibrium

In this section we characterize equilibria in the absence of official sector intervention.

We solve the model backward, looking first at the date 1 market for liquid securities, and

then at banks’ date 0 portfolio decision. Since banks are ex ante identical, we focus on

symmetric equilibria where all banks choose the same portfolio at t = 0.17 Proofs are

relegated to the appendix.

3.1 Market for liquid securities

At date 1, a market opens in which banks can trade securities for cash or, equivalently,

borrow using their securities as collateral. At that date, the type of each security, θ ∈ {H,L}

is publicly known. Hence, arbitrage requires that the return from purchasing either security

must be the same in equilibrium. Let 1
p
denote the market return on cash. The no-arbitrage

condition is
Rε

H

P ε
H

=
Rε

L

P ε
L
= 1

p
, with P ε

θ , the price of a type θ security, defined as P ε
θ ≡ pRε

θ.

Note that assets are priced at their fundamental values whenever p = 1. We refer to p as

the “pricing factor”.

It is useful to rule out market returns on cash that cannot be part of an equilibrium.

Lemma 1. The equilibrium market return on cash 1
p
always satisfies (i) 1 ≤ 1

p
and (ii)

Rε
L ≤ 1

p
≤ R̄.

The proof of Lemma 1 is straightforward. The underlying intuition is as follows: Part

(i) follows from observing that if 1
p
< 1, there is no supply for cash against assets in the

date 1 market, but then p = 0. Part (ii) follows from a standard dominance argument. If

1
p
> R̄, the long term asset is dominated from an ex ante perspective since one can always

get a higher return by investing cash in the market at date 1; but then p = 1 since there

are no assets to buy at distressed prices. In turn, if pRε
L > 1 banks hit by a liquidity need

can always continue their project at full scale by selling their asset at t = 1, so that the

17This is without loss of generality. Non-symmetric equilibria exist and are equivalent in terms of welfare,
since banks are risk neutral.
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long term asset dominates cash both in terms of return and of liquidity; but then p = 0 as

there is no cash to buy assets at t = 1.

Lemma 1 implies that the equilibrium market return on cash is always strictly lower

than the return on using cash to continue the long term project (which we can think of as

the internal return on cash),

1

p
< y. (5)

Therefore, banks that are hit by a liquidity shock strictly prefer using cash to continue their

non-marketable project rather than buying securities in the market. Lemma 1 also implies

that equilibrium prices of securities satisfy

P ε
L = pRε

L ≤ 1 ≤ pRε
H = P ε

H . (6)

Now consider the demand for cash—supply of securities—by banks with liquidity needs.18

These banks need an amount x ≡ 1 of cash to continue their non-marketable project in its

entirety and, thus, need to borrow (1− s) to complement their cash holdings s. By (6),

banks with type-H collateral are unconstrained and supply just enough securities to raise

the cash necessary to continue their non-marketable project. This amount, aH ∈ (0, 1− s],

satisfies s+ aHP
ε
H = 1. By contrast, banks with type-L collateral can be constrained if the

price PL is too low. Indeed, when s + (1 − s)P ε
L < 1, these banks are unable to continue

their non-marketable project in its entirety, even after selling all their assets. The aggregate

demand for cash is thus

D (s, p) = λ (1− s) (µ+ (1− µ) pRε
L) . (7)

Since cash can only be obtained by selling or pledging securities, D (s, p) falls short of

aggregate liquidity needs, λ (1− s), whenever pRε
L < 1.

Banks without liquidity needs can either use their cash to obtain securities, earning the

18Banks without liquidity needs never find it strictly beneficial to sell securities since there is symmetric
information about future returns.
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market return 1/p, or store cash from date 1 to date 2, earning a return of 1. The supply

of cash is thus

S (s, p)


= (1− λ) s if 1

p
> 1,

∈ [0, (1− λ) s] if 1
p
= 1.

(8)

From (7) and (8), the market clearing condition S (s, p) = D (s, p) implies pricing of

assets at their fundamental value, p = 1, when

(1− λ) s > λ (1− s) (µ+ (1− µ)Rε
L) , (9)

and cash-in-the-market pricing (CIMP) otherwise. In this case, p < 1 is determined by

(1− λ) s = λ (1− s) (µ+ (1− µ) pRε
L) . (10)

To sum up, pricing in the market for liquidity is given by

p (s) = min

{
1,

1

Rε
L

1

1− µ

(
(1− λ) s

λ (1− s)
− µ

)}
. (11)

Expression (11) for the pricing factor p has important implications for our analysis.

First, one can see that for a given level of s the type of pricing depends on the value Rε
L of

type-L securities, but not on that of type-H securities. For a given level of s, a low value of

Rε
L makes it more likely that all securities are priced at their fundamental value, because

it reduces the amount of cash that can be raised by selling or pledging type-L securities.

Second, and relatedly, the effect of CIMP is different compared to the literature because

we have two types of securities. To see this, compute the prices for both types of securities,

using equation (11):

P ε
L = min

{
Rε

L,
1

1− µ

(
(1− λ) s

λ (1− s)
− µ

)}
, (12)

P ε
H = min

{
Rε

H ,
Rε

H

Rε
L

1

1− µ

(
(1− λ) s

λ (1− s)
− µ

)}
. (13)
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By comparison, the standard formula from the canonical CIMP with one type of assets

(e.g. see Allen and Gale (2005), p. 539) is P = min
{
R, (1−λ)s

λ(1−s)

}
. Inspection of (12) and

(13) shows that the price P ε
L depends on the cash supply but not on the fundamental value

Rε
L when there is CIMP, as in the canonical model. By contrast, the price P ε

H depends on

Rε
H even if there is CIMP. Formally,

∂P ε
L

∂Rε
L

=


1, if p (s) = 1,

0, if p (s) < 1,

∂P ε
H

∂Rε
H

=


1, if p (s) = 1,

p (s) , if p (s) < 1.

3.2 Individual portfolio choice

We now consider banks’ date 0 choice between cash and securities. Given the optimal

reinvestment behavior conditional on date 1 shocks, a bank’s expected profit is

π (s, p) = (1− λ)

(
y + s

1

p
+ (1− s) R̄

)
+ λµ (y + (1− s− aH)R

ε
H) + λ (1− µ) y (s+ (1− s) pRε

L) , (14)

where aH = 1−s
pRε

H
. The first term represent the bank’s profits if it does not suffer from a

liquidity shock. The second and third terms correspond to the profits when the bank suffers

a liquidity shock and holds type-H and type-L securities, respectively.

Taking the derivative with respect to s, one obtains the following expression for the

marginal return on cash (MRC) at date 0:

MRC (p) ≡ ∂π

∂s
= (1− λ)

(
1

p
− R̄

)
+ λµ

(
1

p
−Rε

H

)
︸ ︷︷ ︸

(opposite of) opportunity cost of cash

+ λ (1− µ) y (1− pRε
L)︸ ︷︷ ︸

liquidity value of cash

. (15)

In words, the marginal expected return on cash is the sum of two terms, the opportunity

cost of cash and its liquidity value. If the bank does not suffer from a liquidity shock,

its expected date 1 marginal return on cash is 1
p
− R̄, which corresponds to the market
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return of cash net of the expected foregone return on securities. If the bank does suffer

from a liquidity shock, its expected date 1 marginal return on cash is more complicated.

Conditional of holding a type-H security, the bank is unconstrained: It has enough cash to

continue its entire non-marketable project and can invest additional units of cash into the

market, for a marginal return of 1
p
−Rε

H . By contrast, if the bank holds a type-L security,

it invests all its cash into the non-marketable project, for a marginal return of y, compared

to a marginal return of pRε
Ly for selling type-L securities to obtain cash.

One can see from (15) that the marginal return of cash is a decreasing function of the

pricing factor 1/p. Indeed, an increase in p leads to an increase in the opportunity cost of

cash. Moreover, an increase in p decreases the liquidity value of cash compared to type-L

securities, since the market price pRε
L increases. Rearranging (15), the marginal return of

cash can also be expressed as

MRC (p) =

(
1

p
− R̄

)
+ λ (1− µ)

(
y − 1

p

)
(1− pRε

L) . (16)

The optimality requirement for the choice between cash and securities can thus be

expressed as

s(p) =


0, if MRC (p) < 0,

∈ [0, 1] , if MRC (p) = 0,

1, if MRC (p) > 0.

(17)

3.3 Equilibrium

Definition 1. A laissez-faire equilibrium is a price factor p∗ and an investment choice s∗

satisfying the market clearing condition (11) and the first order condition (17).

We are interested in how the dispersion of the return on securities impacts the aggregate

level of liquidity in the economy. The following proposition shows that there are two types

of equilibria with different properties in terms of liquidity and pricing, depending on the

level of the dispersion.
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Proposition 1. There is a threshold ε̂ > 0, defined by MRC(1) = 0, such that:

1. If ε < ε̂, the equilibrium is unique and features CIMP, with p∗ (< 1) and s∗ (≤ λ)

satisfying

R̄− 1

p∗
= (1− µ)λ

(
y − 1

p∗

)
(1− p∗Rε

L) , (18)

s∗ =
λ (µ+ (1− µ) p∗Rε

L)

λ (µ+ (1− µ) p∗Rε
L) + (1− λ)

. (19)

2. If ε > ε̂, the equilibrium is unique, securities are priced at their fundamental value,

and banks hoard liquidity, so that p∗ = 1 and s∗ = 1.19

3. If ε = ε̂, there is a continuum of equilibria with p∗ = 1 and s∗ ∈ [ŝ, 1] where ŝ is given

by (19). All these equilibria deliver the same level of welfare.

Proof. See Appendix A. ■

Proposition 1 states that fundamental pricing and cash hoarding arise when the disper-

sion of returns of securities is high (ε > ε̂), while there is CIMP when dispersion is low

(ε < ε̂). The simplest way to get the intuition underlying this result is to understand when

fundamental pricing can occur in equilibrium. One requirement is that, conditional on

fundamental pricing, cash is not dominated by securities in banks’ initial portfolio choice.

Formally, MRC(1) ≥ 0 must hold. Using expression (16) for the marginal return of cash

we get the condition

λ (1− µ) (y − 1) (1−Rε
L) ≥ R̄− 1. (20)

The right side is the marginal opportunity cost of cash in a world with no liquidity concerns;

the left side represents the marginal benefit of cash when a liquidity shock occurs and the

bank holds low type securities. More cash allows a bank hit by a shock to continue its non-

marketable project at a scale greater than it could with a low type security.20 Condition

(20) holds for small value of Rε
L, corresponding to high dispersion of returns (ε ≥ ε̂). When

19Condition (A2) ensures that ε̂ < 1, allowing us to focus on the interesting case where both cash-in-
the-market or fundamental pricing configurations arise when varying the level of dispersion.

20Observe that (20) implies that Rε
L < 1.
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(20) holds strictly, securities are a very poor source of liquidity, so that banks choose to

hold enough cash to continue their non-marketable projects at full scale without relying on

the secured interbank market, s∗ = 1 > λ. Aggregate cash then exceeds aggregate cash

needs at date 1, validating fundamental pricing, and there is unused liquidity in the system

(cash hoarding).

When the dispersion of returns of securities is low (ε < ε̂), Rε
L is high enough that

(20) is violated or, formally, MRC(1) < 0. In that case fundamental pricing cannot arise

since it would imply that banks choose not to hold any cash initially, and no cash would be

available to buy securities at date 1. There is CIMP, with a market return on cash 1/p∗ > 1

and a price for the low type security p∗Rε
L ≤ 1 such that banks are indifferent between cash

and securities at date 0. The portfolio choice is such that the aggregate amount of liquidity

in the market is insufficient to continue all projects that suffered from a liquidity shock,

s∗ < λ, except for the limit case of no dispersion.

Note that the two polar cases in proposition 1 exhibit very different properties in terms

of aggregate liquidity and efficiency loss compared to the first best. In the fundamental

pricing/cash hoarding regime, banks are fully (self-)insured so that all non-marketable

projects arrive at completion. However, there is an efficiency loss that comes from eschewing

the return on securities. In this regime, aggregate surplus is

W∗ = y + (1− λ) = W0 = WFB − (1− λ)
(
R̄− 1

)
. (21)

In the CIMP regime, the interbank market transfers all unused cash from banks with

liquidity surplus to those with liquidity needs, so that all cash is effectively used to continue

non-marketable projects. However, there is insufficient cash in aggregate to continue all

projects at full scale—except for the limit case of no dispersion.21 In this pricing regime,

21In the limit case with no dispersion (ε = 0), proposition 1 implies that p∗R̄ = p∗Rε
L = 1 and s∗ = λ =

sFB . The result that p∗R̄ = 1 is standard in economies à la Diamond and Dybvig with one homogeneous
long term asset (see von Thadden (1998)). The fact that the first best obtains follows from our risk
neutrality cum linear technology assumption.
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Figure 2: Effect of changes in the dispersion ε of security values on cash holding s and on
prices

aggregate surplus is

W∗ = (1− λ+ s∗) y + (1− s∗) R̄ = WFB − (λ− s∗)
(
y − R̄

)
. (22)

4 Dispersion of returns and the collateral quality of

securities

In this section, we study more closely the capacity of assets to serve as a source of liquid-

ity when needed. We term this the “collateral quality” of securities.22 We are interested in

how a variation—and in particular a decrease—in this collateral quality affect equilibrium

outcomes. Two dimensions matter for the value of securities as a source of liquidity, reflect-

ing the widespread intuition that the collateral quality of an asset relates to adverse shocks

to the value of this asset. One dimension, captured by our dispersion parameter ε, relates

to how much value the security can loose. The other dimension relates to the probability

(1 − µ) that the securities looses value. For brevity we conduct our formal analysis with

22Recall that transactions in the date 1 interbank market can be interpreted either as outright asset
purchases or as repos.
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a focus on ε, but the results in this section will make clear that the two dimensions have

qualitatively similar implications.23

Consider first the impact of an increase in dispersion on aggregate liquidity. From the

equilibrium characterization in proposition 1, we have :

Proposition 2. An increase in dispersion, from ε0 ≥ 0 to ε1 > ε0,

1. leads to a decrease in the equilibrium level of cash holding if ε0 < ε1 < ε̂ ;

2. leads to a (large) increase in equilibrium cash holdings if ε0 < ε̂ < ε1.

3. has no impact if ε̂ < ε0.

Proof. See Appendix A. ■

Proposition 2 states that an increase in dispersion—akin to a decrease in the collateral

quality of securities—has a non monotonous impact on aggregate liquidity (see figure 2,

panel (a)). For low level of dispersion, that is in the CIMP regime, there is a negative rela-

tionship between dispersion and cash holdings. Said differently, banks collectively increase

their investment in securities as their capacity to serve as a source of liquidity decreases.

This comes from two opposite effects. First, for a given pricing factor, the reduction in

the liquidity that can be raised with a type-L security increases the precautionary motive

for holding cash. In the absence of price adjustment, this direct effect would lead banks

to invest only in cash. The second effect is indirect: in equilibrium the market return of

cash decreases as the value of the collateral needed to back liquidity demand by constrained

banks falls, reducing the incentives to hold cash. Proposition 2 shows that the second effect

dominates, resulting in lower aggregate liquidity and—in line with intuition—a lower price

for type-L collateral. The second effect disappears once dispersion reaches ε̂, as the market

return cannot adjust further. When dispersion is close to but below ε̂, a small increase

in dispersion thus leads to a switch to the cash hoarding regime and a large jump in cash

holdings.

23One can observe that the two dimensions show up in the left side of (20), through Rε
L and (1− µ).
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Proposition 3. An increase in the dispersion of shocks is associated with a decrease in

the market return of cash (1
p
), a decrease in the price of low-type securities (pRε

L), and a

decrease in welfare (aggregate surplus).

Proof. See Appendix A. ■

Panel (b) of figure 2 illustrates the above relationship concerning the market return on cash

and the price of low-type securities.

Note that in this economy the market return of cash (1/p) can be interpreted as the

(gross) risk-free rate (rate at which banks with liquidity needs borrow secured). With

this in mind, we have the following implication. A decrease in the collateral quality of

securities leads to a decrease in the safe interest rate, even though the expected return

on these securities, R̄, in unchanged. This connects our banking model to discussions of

falling safe rates and stable return on capital (Caballero and Farhi 2018; Marx, Mojon,

and Velde 2021). We view our work as potentially complementing explanations of low

rates developed in macrodynamics models (e.g. Eggertsson, Mehrotra, and Robbins 2019).

Indeed, a different perspective can deliver new insights, that could be incorporated into

quantitative frameworks.

We close this section with two propositions showing that similar comparative static

results hold when varying (1 − µ) and when considering a mean preserving spread in the

distribution of returns of securities.

Proposition 4. An increase in the probability of ending up with a low type security (hold-

ing expected return R̄ and dispersion ε constant) has a similar impact as an increase in

dispersion. Specifically, there exists µ̂ such that there is under-insurance in liquidity for

µ̂ < µ and liquidity hoarding if µ < µ̂. In addition, a decrease in µ is associated with a

decrease in the market return of cash and a decrease in welfare.

Proof. See Appendix A. ■

Proposition 5. Consider two economies E , E ′ that differ only by the parameters for the

binary distribution of return of securities, and assume that the distribution in E ′ is a mean

20



preserving spread of that in E. Then E ′ is characterized by a lower market return on cash,

and is more likely to feature cash hoarding than E.

Proof. See Appendix A. ■

Propositions 2 to 5 show that a decrease in the collateral quality of securities—captured

either through an increase in ε, an increase in (1−µ), or a mean preserving spread—leads to

a lower level of the interest rate, and can trigger a shift from a regime with “low” aggregate

liquidity to a regime where banks hoard liquidity.

To ease the exposition, the remainder of the formal analysis will focus on the dispersion

parameter ε, having in mind that given the results above it can be interpreted more broadly

as capturing the collateral quality of securities.

5 Policies

The laissez-faire equilibrium derived above can then be interpreted as the outcome

obtained with a passive central bank that manages the wholesale payment system but does

not seek to influence banks’ liquidity management. In this section, we use our framework

to discuss policy interventions.

We analyze liquidity regulation such as Basel III Liquidity Coverage Ratio (LCR) as a

policy targeting insufficient liquidity on the one hand, and negative interest rates (NIR) to

deal with liquidity hoarding on the other hand.

5.1 Liquidity regulation

When the economy features CIMP, aggregate liquidity under laissez-faire is lower than

the first best level (s∗ < λ). This makes liquidity requirement a natural candidate for

welfare-enhancing policy.

In our model, a LCR-type regulation would require banks to hold at least s̄ in cash at
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Figure 3: Cash holding and welfare under optimal Liquidity Coverage Ratio (LCR)

the initial date. The banks’ optimal portfolio choice under such a constraints is given by

s (p) =


s̄, if MRC (p) < 0,

∈ [0, 1] , if MRC (p) = 0,

1, if MRC (p) > 0.

(23)

The following proposition confirms that such a policy, if well designed, enhances welfare.

Proposition 6. Let parameters be such that the economy is in a CIMP regime (ε < ε̂).

Then there exists s̄ such that imposing a minimum level of cash s ≥ s̄ improves welfare.

The optimal (surplus maximising) LCR is

s̄opt = min

{
λ

µ+ (1− µ)Rε
L

1− λ+ λ (µ+ (1− µ)Rε
L)

, λ

}
. (24)

Proof. See Appendix A. ■

Figure 3 illustrates optimal LCR (s̄opt) in panel (a) and corresponding welfare in panel

(b) for each level of dispersion (ε) respectively. Forcing banks to hold more liquidity in-

creases surplus because it leads a reduction in the market return of cash—the economy’s

risk-free rate—which raises the date 1 price of securities. This allows constrained banks to
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raise more cash when needed and continue their long-term project at a larger scale.24 The

regulation helps because banks do not internalize the effect of their initial portfolio decision

on the market price of securities. This result is reminiscent of other studies providing a

rationale for liquidity regulation based on a pecuniary externality arising from fire sales

(Kara and Ozsoy 2020; Lutz and Pichler 2021).25 The optimal LCR is the level at which

securities are priced at their fundamental, unless banks’ liquidity needs are already sati-

ated at a lower price. Imposing a more stringent LCR requirement would lead to unused

liquidity and a reduction in surplus, since the return on cash is lower than the return on

securites ex ante.26

An interesting and novel implication of our framework is that the appropriate level of

the requirement depends on the collateral properties of securities, which we think of as non-

HQLA assets (see figure 3, panel (a)). More precisely, the optimal liquidity requirement

becomes lower as the quality of securities decreases, either on the intensive margin (decrease

in Rε
L, which means that less cash can be raised with securities when they have a low return)

or on the extensive margin (decrease in µ, the probability that the securities have a high

return). So, banks should be required to hold less cash when the quality securities assets is

lower. This is because liquidity regulation can only improve allocation inefficiency ex ante,

at date 0. At date 1, the redistribution of cash between banks with extra cash and those

in need of cash relies on the market. Since the central bank cannot force banks to pay a

higher price than fundamental value of collateral, requiring the banks to hold more cash

than λ in aggregate result in cash unused, and a welfare loss. Therefore, if the quality of

security decreases, so that the amount of cash that banks with type-L securities decreases,

banks should be required to hold less cash.

The next proposition establishes that liquidity regulation alone cannot help when there

24The effect of imposing a liquidity floor in our model is consistent with empirical studies pointing to an
increase in bank lending following the implementation of liquidity requirements (Hachem and Song 2021;
Ananou et al. 2021).

25See also Farhi, Golosov, and Tsyvinski (2009) and Allen and Gale (2004b).
26As can be seen from the right side of (24) the threshold for dispersion, which we denote ε̄, is given

by Rε̄
L = 1. So for ε ≤ ε̄, the first best can be implemented, with a price P ε

L = pRε
L = 1 < Rε

L for L-type
securities. For ε̄ < ε < ε̂, the price at the optimal LCR is the fundamental value, P ε

L = Rε
L.
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is cash hoarding.

Proposition 7. Let parameters be such that the economy is in a cash hoarding regime

(ε > ε̂). Then imposing a minimum level of cash (LCR) is irrelevant. Imposing a maximum

level of cash is welfare reducing.

Proof. See Appendix A. ■

Clearly, setting a minimum level of cash has no effect since banks already hold as much

cash as they can. Forcing banks to hold less cash than they prefer would be welfare reducing

because Rε
L is so low that banks cannot raise enough cash to continue their project.

5.2 Negative interest rate policy

Since mandatory minimum liquidity requirements alone cannot improve on laissez-faire

when the dispersion of the value of assets used as collateral is high (when ε ≥ ε̂), in

this section we consider whether implementing a negative rate can limit cash hoarding.

Surprisingly, we find that negative rates alone cannot increase welfare, but a combination

of negative rate and minimum liquidity requirements can.

NIR policies are often described as a tax on reserves (Hannoun 2015; Waller 2016). We

assume that the central bank can implement negative rates by imposing a taxes ρ > 0 on

each unit of cash held by banks at the end of date 1. The central bank uses the proceeds

to (stand ready to) buy assets from banks that suffer from a liquidity shock.27

We start by analyzing the impact of a NIR policy alone. Compared to laissez-faire, a

negative deposit rate merely reduces the outside option of holding reserves at the end of

date 1. Specifically, banks with excess liquidity are eager to supply their cash as long as

1
p
≥ 1− ρ. The supply of reserves can be written

SNIR (s, p)


= (1− λ) s if 1

p
> 1− ρ,

∈ [0, (1− λ) s] if 1
p
= 1− ρ,

(25)

27In practice, ρ cannot be too large as some economic actors could choose to hold currency. In addition,
negative rates may reduce bank profitability.
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and equilibrium in the liquidity market now gives the pricing factor

p (s) = min

{
1

1− ρ
,
1

Rε
L

1

1− µ

(
(1− λ) s

λ (1− s)
− µ

)}
. (26)

Since the rest of the analysis is unaltered, we have the following straightforward exten-

sion of proposition 1

Proposition 8. Let the CB follows a NIR policy with −ρ < 0. There is a strictly increasing

function ε̂ (ρ) > ε̂, with ε̂ (0) = ε̂, such that

1. If ε < ε̂ (ρ), the equilibrium is unique and features CIMP, with p∗ < 1
1−ρ

and s∗ ≤ λ

satisfying (18) and (19).

2. If ε̂ (ρ) < ε, the equilibrium is unique and features liquidity hoarding, with s∗ = 1 and

p∗ = 1
1−ρ

> 1.

3. If ε = ε̂ (ρ) , there is a continuum of equilibria, with p∗ = 1
1−ρ

and s∗ ∈ [s̄∗, 1] where

s̄∗ is given by (19).

Proof. See Appendix A. ■

Negative deposit rate reduces the outside option associated with cash, so that banks

with liquidity surplus have incentives to buy an asset delivering Rθ in date 2 at a price up to

1
1−ρ

Rθ. Is this sufficient for a NIR policy to address the inefficiency associated with a cash

hoarding regime? Proposition 9 shows that a policy of negative deposit rate is successful

in eliminating cash hoarding and in supporting asset prices if the rate can be sufficiently

negative, but reduces welfare if introduced alone.

Proposition 9. (NIR alone can do no good) Let parameters be such that the economy

is in a cash hoarding regime (ε > ε̂). There is a threshold ρ̂ (ε) > 0 such that under a

negative rate ρ > ρ̂ (ε) the configuration with cash hoarding is no longer an equilibrium, and

there is a (unique) equilibrium where 1
1−ρ

> p∗ > 1 and s∗ < λ. However, welfare is lower

than in the initial equilibrium with cash hoarding. If ρ ≤ ρ̂ (ε), a NIR policy has no impact.
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Proof. See Appendix A. ■

The reason NIR alone is welfare reducing is that the lower return on cash, which is

instrumental in incentivising banks with liquidity surplus to lend their cash and in sup-

porting security prices, backfires as banks adjust their portfolio choice. This adjustment is

such that equilibrium aggregate liquidity is very low (see figure 4) and that banks affected

by a liquidity shock end up being more constrained, leading to the liquidation of too many

projects. In a sense, a NIR policy is too powerful.28

Since NIR is not effective alone, we investigate whether it can be helpful when combined

with other policies. Proposition 10 shows that for a given level of dispersion ε > ε̂, a joint

policy of negative interest rate and LCR can increase welfare provided that the central bank

rate (deposit facility) can be lowered sufficiently (see red line in figure 4).

Proposition 10. Let parameters be such that the economy is in a cash-hoarding regime

(ε > ε̂), and let

ρ̄ (ε) ≡ Rε̂
L −Rε

L

Rε̂
L

(> 0) . (27)

Then a NIR policy with ρ > ρ̄ (ε) combined with a LCR can raise surplus.

Proof. See Appendix A. ■

The combination of policies is helpful as a (well designed) liquidity requirement counters

the negative effect of NIR on liquidity choices. Note that implementing this joint policy

requires that the effective lower bound (below which currency or competing safe assets

becomes a credible outside option, or below which financial stability issues become too

important) be lower than −ρ̄ (ε). See Andolfatto (2019) for a discussion of the extent to

which the zero lower bound reflects a legal, rather than an economic, constraint.

So far, some of the empirical literature have shown expansionary impact of NIRP on

credit lending by banks in the Euro area, France, Italy, Switzerland or Japan (Demiralp,

Eisenschmidt, and Vlassopoulos 2021; Girotti, Horny, and Sahuc 2022; Grandi and Guille

28It is noteworthy that when the policy has an impact (e.g. for ε ∈ (ε̂, ε̂ (ρ))) in equilibrium the tax is
never implemented, since all the cash is used to continue projects and banks end up with zero reserves at
the end of date 1.

26



ŝ
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2023; Bottero et al. 2022; Schelling and Towbin 2022; Hong and Kandrac 2022). Other

papers have however shown a negative effect of NIRP on bank lending in the Euro area

(Heider, Saidi, and Schepens 2019), Germany (Bittner et al. 2021) or (Eggerston et al. 2019),

something that is also compatible with our model (Proposition 9). By modeling explicitly

the interplay between credit (project) and the interbank market, our paper points to the

importance of taking into account both the dispersion of collateralized asset values and the

liquidity regulation and its impact on liquid asset holdings in any empirical setting testing

the impact of NIRP on bank lending volume.29

29In a similar vein, the recent empirical literature has shown the importance of the interplay between
quantitative easing policy and the effectiveness of NIRP on bank lending (Bittner et al. 2021; Demiralp,
Eisenschmidt, and Vlassopoulos 2021). One common feature of quantitative easing and liquidity regulation
is that both policies influence the level of liquidity in the banking system.
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6 Conclusion

Our paper proposes a simple theoretical framework to analyze the liquidity choice of

banks. Banks require liquidity to meet unexpected shocks and can obtain this liquidity from

other banks by selling marketable securities in a market. Interestingly, our theory suggests

that banks may hold either too much cash or too little cash, depending on the dispersion of

the return on those securities (collateral quality). Hence, our theory can help understand

why regulators might be want to impose minimum liquidity requirements, such as the LCR,

while also at times expressing concerns about banks hoarding cash. The framework allows

us to study policy interventions that can improve welfare.

The banks’ choice of cash deviates from the social optimum when the return on mar-

ketable securities is variable. In this case, a bank holding marketable securities with a low

return will not be able to obtain as much cash as it would need to continue its project if

it suffers a liquidity shock. When the dispersion of the return on marketable securities is

relatively low, banks always hold too little cash, compared to the social optimum. The

intuition for this result is that banks do not internalize the effect of their cash holding on

the market price of securities. A liquidity constraint such as the LCR, which forces banks

to hold sufficient liquidity, can restore the constrained optimum in such situations.

If the dispersion is sufficiently high, then banks choose to hold too much cash. In this

situation, the value of cash for the purpose of continuing the long-term project more than

compensate for the fact that cash has a lower “fundamental” return than securities. This

can be thought of as a state of crisis, where the market for securities shuts down and banks

hoard cash. Liquidity regulation alone cannot helps in such a case. However, we show that

a combination of NIR and liquidity regulation can reduce banks’ incentives to hoard cash

and improve welfare.
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Appendix A. Proofs.

We start with some preliminary computations. To make explicit the dependence on ε,

write (15) as MRC(p) = F (p, ε), with F :
[
R̄−1,∞

)
× [0, 1] → R given by:

F (p, ε) = (1− λ)

(
1

p
− R̄

)
+ λµ

(
1

p
−Rε

H

)
+ λ (1− µ) y (1− pRε

L) . (28)

F is continuous and differentiable over its domain, with

∂F (p, ε)

∂p
< 0,

∂F (p, ε)

∂ε
> 0. (29)

The first part is obvious from (28). For the second part, compute

∂F (p, ε)

∂ε
= −λ

[
µ
∂Rε

H

∂ε
+ (1− µ) yp

∂Rε
L

∂ε

]
= −λ (1− µ) [yp− 1]

∂Rε
L

∂ε
> 0,

where the second step follows from
∂Rε

H

∂ε
= −1−µ

µ

∂Rε
L

∂ε
(see (1)-(2)), and the final step from

the restriction to values p ≥ R̄−1(> y−1) and
∂Rε

L

∂ε
< 0.

We also introduce the function P : [0, 1]× [0, 1] → R given by

P (s, ε) =
1

Rε
L

1

1− µ

(
(1− λ) s

λ (1− s)
− µ

)
. (30)

Equation (11) can thus be written p (s) = min {1, P (s, ε)} . P is continuous and differen-

tiable except when s = 1 or ε = 1, with

∂P (s, ε)

∂s
> 0,

∂P (s, ε)

∂ε
> 0. (31)

Proof of proposition 1 An equilibrium is a pair (p, s) satisfying (11)—or, equivalently

p(s) = min {1, P (s, ε)}—and (17), with MRC(p) = F (p, ε). Note that by lemma 1 a

situation where banks only invest in securities (s∗ = 0) cannot be an equilibrium. We

also know that p ≤ 1, with p = 1 corresponding to fundamental pricing, and that in an
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equilibrium where banks are indifferent between reserves and securities F (p, ε) = 0. It is

useful to distinguishes cases depending on the sign of F (1, ε) .

1. Consider first the case where F (1, ε) < 0. An equilibrium with fundamental pricing

can be excluded, since F (1, ε) < 0 implies s∗ = 0. Using (28) we have

F

(
1

Rε
L

, ε

)
< 0, F

(
1

R̄
, ε

)
= λ (1− µ)

(
y − R̄

)
ε > 0,

where the last step uses (A1). Together with F (1, ε) < 0 this implies that there exists

a unique p∗ such that F (p∗, ε) = 0, with 1/R̄ < p∗ < min{1, 1/Rε
L} (since F (p, ε) is

continuous and strictly decreasing w.r.t. p). Using the pricing formula (11), which

is continuous and increasing in s, one can find a unique s∗ such that p∗ = p (s∗)

(= P (s∗, ε)). We thus have a unique equilibrium (p∗, s∗), featuring CIMP. With some

algebra, we get expression (19) for s∗.

2. Consider next the case F (1, ε) > 0. Then F (p, ε) > 0 for all p ≤ 1, implying s∗ = 1

in any candidate equilibrium. In turn the pricing formula (11) implies p∗ = 1. We

thus have a unique equilibrium, featuring liquidity hoarding and fundamental pricing.

3. The last case is F (1, ε) = 0. Then p∗ = 1 (any p < 1 would imply s∗ = 1 and thus

p = 1, a contradiction). From the pricing formula (11), any s∗ above a threshold ŝ

(defined by P (ŝ, ε) = 1) is compatible with equilibrium. It is obvious to check that ŝ

is given by (19) with p∗ = 1.

To terminate the proof, it suffices to note that F (1, 0) < 0 and that F (1, ε) is continuous

and increasing in ε (see (29)). Hence there exists ε̂ > 0 (possibly ≥ 1) such that F (1, ε) <,

=, or > 0 depending on ε <, =, or > ε̂. Cases 1-3 in the statement of proposition 1 thus

map with cases 1-3 above. ■

Proof of proposition 2 For ε < ε̂, p∗ < 1 solves F (p∗, ε) = 0. Given the properties of

F (see (29)), applying the inverse function theorem we get dp∗

dε
> 0. Therefore, an increase
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in ε by ∆ε > 0 from ε0 to ε1 ≡ ε0 + ∆ε < ε̂ leads to an increase in p∗. Now, p∗Rε
L must

decrease. To see this, use (28) to rewrite F (p∗, ε) = 0 as

(1− µ)λ (pRε
L − 1) =

y − R̄

y − 1
p

− 1.

The left side is a decreasing function of p, implying that p∗Rε
L decreases when ε increases.

From expression (19), s∗ decreases. The rest of the proposition is straightforward from

proposition 1. ■

Proof of proposition 3 That 1/p∗ decreases follows from the fact that p increases, es-

tablished in the previous proof. The result for welfare W follows from the observation that

in a CIMP equilibrium (ε < ε̂) banks are indifferent as to their liquidity choice, so that

W∗ =


y + (1− λ) 1

p∗
, if ε < ε̂,

y + (1− λ) , if ε ≥ ε̂.

(32)

■

Proof of proposition 4 The proofs of propositions 2 to 3 are based on the properties of

F (p, ε) and P (s, ε). To show that similar results hold when varying (1−µ), we simply need

to show that the properties of these two functions w.r.t. ε are also valid when considering

(28) and (30) as functions of (1 − µ) rather than of ε. Specifically (with a slight abuse of

notation), we claim that

∂F (p, µ)

∂µ
< 0,

∂P (s, µ)

∂µ
< 0. (33)
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From (16) and (30) compute

∂F (p, µ)

∂µ
= −λ (1− µ)

(
y − 1

p

)
(1− pRε

L) , (34)

∂P (s, µ)

∂µ
=

1

1− µ
P (s, µ)− 1

Rε
L

1

1− µ
=

1

1− µ

(
P (s, µ)− 1

Rε
L

)
. (35)

Now, from lemma 1, p∗ ≤ 1/Rε
L. In addition, we can exclude the case p∗ = 1/Rε

L except for

the special case of a degenerate distribution. To see this, observe that for a non degenerate

distribution F (1/Rε
L, µ) = (1− λ)

(
Rε

L − R̄
)
+ λµ (Rε

L −Rε
H) > 0. Hence, (33) holds in any

configuration with CIMP. Comparing with (29) and (31), we can conclude that the formal

analysis w.r.t. ε can be extended w.r.t. (1− µ). ■

Proof of proposition 5 Let R and R′ denote the (binary) distributions of returns for E

and E ′, with parameters such that (1− µ)RL + µRH = R̄ = (1− µ′)R′
L + µ′R′

H .
30 We will

show that ifR′ differs fromR by a mean preserving spread, then R′
L ≤ RL and 1−µ′ ≥ 1−µ

with at least one strict inequality. The result will thus follows from propositions 1 to 4.

Note that R′ cannot be degenerate. Using the characterisation of a mean preserving

spread for the discrete distribution case in Rothschild and Stiglitz (1970), there exist a1 <

a2 < a3 < a4 such that

PrR′(a1)− PrR(a1) = −[PrR′(a2)− PrR(a2)] ≥ 0 (36)

PrR′(a4)− PrR(a4) = −[PrR′(a3)− PrR(a3)] ≥ 0 (37)

Obviously, {a1, a2} = {RL, R
′
L} and {a3, a4} = {RH , R

′
H} (since RL, R

′
L ≤ R̄ ≤ RH , R

′
H).

We first show that R′
L ≤ RL. Assume the contrary, that is RL < R′

L. Then a1 = RL

and PrR′(a1) = 0. Using the positivity of the left side of (36), we then have PrR(a1) = 0,

that is µ = 1, and RH = R̄. Now (since R′ cannot be degenerate) a2 = R′
L < R̄ and

PrR′(a2) = 1 − µ′ > 0. However (36) implies PrR′(a2) = PrR(a2) = 0. A contradiction.

Hence R′
L ≤ RL.

30We omit the superscript ε in this proof.
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We now show that 1−µ′ ≥ 1−µ. Assume the contrary, that is 1−µ′ < 1−µ (⇔ µ < µ′).

We argue that, given R′
L ≤ RL, one cannot find combinations for {RH , R

′
H} and {a3, a4}

satisfying (37). There are two cases to consider. If a3 = RH < R′
H = a4, then (37) gives

µ′ − 0 = −(0− µ), contradicting the assumption µ′ > µ. Similarly, if a3 = R′
H < RH = a4

then (37) gives 0− µ = −(µ′ − 0), again contradicting µ′ > µ. Hence, 1− µ′ ≥ 1− µ.

To conclude, we must have both R′
L ≤ RL and 1 − µ′ ≥ 1 − µ. And for R and R′ to

differ, at least one inequality must be strict. ■

Proof of proposition 6 Note that in any candidate equilibrium with a LCR constraint,

the pricing factor is still given by eq. (11). Let ε < ε̂. Obviously imposing s ≥ s∗ yields the

laissez-faire equilibrium, where p (s∗) < 1 and s∗ < s̄opt. From (11), taking some s̄ slightly

above s∗ yields to a slight increase in the pricing factor such that 1 > p (s̄) > p (s∗) and

∂π (s, p)

∂s
= F (p (s̄) , ε) < F (p (s∗) , ε) = 0.

Hence the constraint s ≥ s̄ does binds at the individual level, and the constrained equilib-

rium is given by s = s̄ and p = p (s̄). In this equilibrium, since p (s̄) < 1 there is no unused

cash at t = 1 and surplus is given by

W = (1− λ+ s̄) y + (1− s̄) R̄ > (1− λ+ s∗) y + (1− s∗) R̄.

This proves the first part of the proposition. The second part follows from noting that the

same reasoning applies when further increasing s̄ till p reaches min {1/Rε
L, 1}. In the former

case, pRε
L = 1 and (using (19)) s̄ = λ so the first best obtains. In the latter case, increasing

s̄ further has no impact on the pricing factor (p = 1), and since ∂π(s,1)
∂s

= F (1, ε) < 0

increasing s̄ further leads to a reduction in surplus. From (19), p = 1 gives the second

threshold in the optimal LCR in the proposition. ■

Proof of proposition 7 The first part is obvious. Now consider that banks’ initial

portfolio choice is constrained by s ≤ s̄ where s̄ < 1. It is easy to check that s∗ = s̄ is the
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only equilibrium (since ε > ε̂ implies F (p, ε) > 0 ∀p ≤ 1). To show that surplus is inferior

to y + (1− λ), we distinguish two cases.

Consider first the case where s̄ < ŝ (ε), where ŝ (ε) is defined by P (ŝ (ε) , ε) = 1. Note

that ŝ (ε̂) = ŝ (defined in proposition 1 and its proof) and thus (from (31)) ŝ (ε) < ŝ. Given

(31), P (s̄, ε) < P (ŝ (ε) , ε) = 1 so that there is no unused cash at t = 1 and the surplus is

given by

W = (1− λ+ s̄) y + (1− s̄) R̄ < (1− λ+ ŝ) y + (1− ŝ) R̄ = y + (1− λ),

where the first step follows from s̄ < ŝ (ε) < ŝ, and the last step from the definition of ŝ

and the continuity of (32).

Consider next the case where s̄ ≥ ŝ (ε). Given (31), P (s̄, ε) > P (ŝ (ε) , ε) = 1 and there

is unused cash at t = 1, with an amount

S(s̄, 1)−D(s̄, 1) = (1− λ)s̄− λ(1− s̄) (µ+ (1− µ)Rε
L) (38)

= s̄− λ− λ(1− s̄)(1− µ)(1−Rε
L). (39)

In particular, banks with liquidity needs holding a low type security are constrained and

continue their project at a reduced scale (1− (1− s̄)(1−Rε
L)). The surplus is therefore

W = y − λ(1− µ)(1− s̄)(1−Rε
L)y + (1− s̄)R̄ + S(s̄, 1)−D(s̄, 1). (40)

Using (39) and rearranging (40) yields

W = y + (1− s̄)R̄− λ(1− µ)(1− s̄)(1−Rε
L)(y − 1) + s̄− λ (41)

< y + (1− s̄)R̄− (1− s̄)(R̄− 1) + s̄− λ = y + (1− λ), (42)

where the second step follows from F (1, ε) > 0 (that is (20) with strict inequality). We

thus have W < y + (1− λ) = W0 for any s̄ < 1. ■
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Proof of proposition 8 The proof is the same as for proposition 1, with the difference

that expression (26) for the pricing factor replaces (11). In particular, the threshold ε̂ (ρ)

is given by F
(

1
1−ρ

, ε̂ (ρ)
)

= 0. Applying the implicit function theorem, ε̂ (ρ) is strictly

increasing. ■

Proof of proposition 9 Consider some ε > ε̂. Using proposition 8, define ρ̂ (ε) to be the

value such that ε̂ (ρ̂ (ε)) = ε. Then, for ρ > ρ̂ (ε) we have ε < ε̂ (ρ) and case 1 of proposition

8 applies. Using the fact that (as in the proof of proposition 3) in such an equilibrium banks

are indifferent as to their level of liquidity the surplus is given by

W∗ = y + (1− λ)
1

p
= y + (1− λ) (1− ρ) < W0,

showing that welfare is reduced compared to the initial configuration with cash-hoarding.

For ρ < ρ̂ (ε), case 2 applies and the equilibrium is unaffected. ■

Proof of proposition 10 The proof uses proposition 3, adapted with the pricing rule

(26). Let ε > ε̂, and ρ > ρ̂ (ε). From proposition 9 and its proof, the equilibrium is

characterized by a pricing factor 1
1−ρ

> p∗ > 1 that solves F
(

1
p∗
, p∗, ε

)
= 0 and a level of

liquidity given by expression (19). Using the same argument as for proposition 6, one can

regulate banks’ liquidity by imposing a LCR constraint with

s̄ =
λ
(
µ+ (1− µ) 1

1−ρ
Rε

L

)
λ
(
µ+ (1− µ) 1

1−ρ
Rε

L

)
+ (1− λ)

. (43)

For this level of required liquidity, all liquidity get allocated to projects at date 1, and the

surplus is given by

W = (1− λ+ s̄) y + (1− s̄) R̄. (44)

To conclude, we use the fact that the threshold ŝ in proposition 1 is such that

W0 = (1− λ+ ŝ) y + (1− ŝ) R̄ (45)
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with

ŝ =
λ
(
µ+ (1− µ)Rε̂

L

)
λ
(
µ+ (1− µ)Rε̂

L

)
+ (1− λ)

. (46)

Hence NIR plus LCR increases welfare iff s̄ > ŝ, that is 1
1−ρ

Rε
L > Rε̂

L. Rearranging, one

gets ρ > ρ̂ (ε). (Note that ρ̂ (ε) > ρ̄ (ε)). ■

Appendix B. Extension with liquidity shock x ≤ 1

Until now, we have assumed that bank needs the amount of liquidity x ≡ 1 to continue

its project in its entirety when it is affected by liquidity shock. In this appendix, we relax

this assumption by considering that the amount of liquidity needed to continue project is

x ≤ 1.

Lemma 1 still apply. The aggregate supply of cash in the market is (1− λ) s, same as

the equation (8). The demand for cash depends on whether banks hit by liquidity shock

is constrained by the value of their securities or not. Banks with the H-security is never

constrained. The aggregate demand depends on the value of L-security. Denote C (s, p) by

the amount of cash that the individual bank with L-security can obtain.:

C (s, p) = s+ (1− s) pRε
L (47)

The demand for cash can be written by:

Dx (s, p) =

 λ (x− s) if C (s, p) ≥ x

λ [µ (x− s) + (1− µ) (1− s) pRε
L] if C (s, p) < x

(48)

Now we consider individual decision on cash holding level by banks. They decide their cash

holding level at t = 0 maximizing their expected profits. Their decision depends on the

expected marginal (net) return on cash conditional on the price of securities p, which is
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given by

MRCx (s, p) =


1
p
− R̄ if C (s, p) ≥ x(

1
p
− R̄

)
+ (1− µ)λ

(
y
x
− 1

p

)
(1− pRε

L) if C (s, p) < x
(49)

It is useful to distinguish the case upon the value of C (s, p). Combining (48) and (49),

we obtain the following lemma:

Lemma 2. The only equilibrium with C (s∗, p∗) > x is s∗ = λx and p∗ = R̄−1.

The equilibrium with fundamental pricing (p∗ = 1) with E > 0 cannot exist. This

equilibrium requires S > D so that s∗ > λx while MRC = 1− R̄ < 0 yielding s∗ = 0.

The case with C (s, p) ≤ x is analogous to our benchmark model. From (48) and

S = (1− λ) s, the market clearing condition yields pricing of assets at their fundamental

value, p = 1, when

(1− λ) s > λ [µ (x− s) + (1− µ) (1− s) pRε
L] (50)

and CIMP otherwise, with p < 1 determined by

p (s) = min

{
1,

1

Rε
L

1

1− µ

(
(1− λ) s

λ (1− s)
− µ

x− s

1− s

)}
. (51)

We can characterize the equilibrium as follows:

Proposition 11. For x < 1 but not too small so that liquidity shock is relevant, precisely

for y
y+R̄−1

≤ x < 1, there are thresholds ε̂x, ε̃x (ε̂x > ε̃x > 0) such that the following holds:

1. If ε ≤ ε̃x, the equilibrium is unique and features first-best with s∗ = λx and p∗

satisfying

p = max

{
1

R̄
,
x− λx

1− λx

1

Rε
L

}
(52)
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2. When ε̃x < ε < ε̂x, the equilibrium is unique and features CIMP, with p∗ (< 1) and

s∗ (≤ λx) satisfying

1

p∗
= R̄− (1− µ)λ

(
y

x
− 1

p∗

)
(1− p∗Rε

L) (53)

s∗ =
λ (µx+ (1− µ) p∗Rε

L)

λ (µ+ (1− µ) p∗Rε
L) + (1− λ)

(54)

3. If ε > ε̂x, the equilibrium is unique and features liquidity hoarding and fundamental

pricing, with s∗ =
x−Rε

L

1−Rε
L
and p∗ = 1.

4. If ε = ε̂x, there is a continuum of equilibria, with p∗ = 1 and s∗ ∈
[
ŝx,

x−Rε
L

1−Rε
L

]
where

ŝx is given by (54).

Proof is relegated to the end of the appendix. The proposition 11 shows that our main

outcome of laissez-faire equilibrium in the benchmark case (x = 1) is preserved in all cases

with the liquidity shock lower than or equal to 1. We can verify easily that substituting

x = 1 results in the proposition 1. We can consider that our benchmark is an extreme case.

Figure 5 illustrates the relationship between the dispersion and bank’s cash holding in

the case with x < 1. When the level of dispersion is low or intermediate (case 1 and 2),

there is CIMP. The main difference, compared to the benchmark case (x = 1), lies in the

case where dispersion is small enough (ε ≤ ε̃x). In this case, we can achieve the first-

best outcome, whereas in the benchmark case, achieving the first-best outcome was only

possible when there was no dispersion (ε = 0). This is because liquidity shock is less severe

(x < 1) so that the amount of liquidity required is lower than in benchmark case (x = 1).

In contrast, when the level of dispersion is high, bank choose to hold enough cash, leading

cash hoarding. Price is equal to the fundamental value. Note that banks hold the amount

of cash lower than 1 in equilibrium while they hold only cash in the benchmark case. It

is because the shock is lower so that banks choose the cash level allowing to continue the

project in full scale in the worst case, in other words when they end up with low security

and are hit by liquidity shock, which is s∗ + (1− s∗)Rε
L = x.
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λx

εx
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Figure 5: Effect of changes in dispersion on banks cash holdings when x < 1

Proof of proposition 11 To make explicit the dependence on ε, denote E = C (s, p)−x,

the difference between the total cash that can be obtained with L-security and the cash

needed to continue the project in full scale, with E : [0, 1]×
[
R̄−1,∞

)
× [0, 1] → R given by

E (s, p, ε) = s+ (1− s) pRε
L − x (55)

E is continuous and differentiable over its domain, with

∂E (s, p, ε)

∂p
> 0,

∂E (s, p, ε)

∂ε
< 0. (56)

and given ε, for any equilibrium candidate p given by lemma 1 that is 1/R̄ ≤ p ≤ 1/Rε
L,

∂E (s, p, ε)

∂s
> 0 (57)

Write (49) in case E (s, p, ε) < 0 asMRCx(p) = Fx(p, ε), with Fx :
[
R̄−1,∞

)
×[0, 1] → R
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given by:

Fx (p, ε) = MRCx |E<0=

(
1

p
− R̄

)
+ (1− µ)λ

(
y

x
− 1

p

)
(1− pRε

L) (58)

Fx is continuous and differentiable over its domain, with

∂Fx (p, ε)

∂p
< 0,

∂Fx (p, ε)

∂ε
> 0. (59)

For the first part, compute

∂Fx (p, ε)

∂p
= −

[
(1− λ (1− µ))

1

p2
+ λ (1− µ)

y

x
Rε

L

]
< 0 (60)

For the second part, compute

∂Fx (p, ε)

∂ε
= −λ (1− µ)

[y
x
p− 1

] ∂Rε
L

∂ε
> 0,

where y
x
p− 1 > 0 is obvious from the lemma 1 and (A1), and

∂Rε
L

∂ε
< 0

We also introduce the function Px : [0, 1]× [0, 1] → R given by

Px(s, ε) =
1

Rε
L

1

1− µ

[
(1− λ) s

λ (1− s)
− µ

x− s

1− s

]
. (61)

Equation (51) can thus be written p (s) = min {1, Px (s, ε)} . Px is continuous and differen-

tiable except when s = 1 or ε = 1, with

∂Px (s, ε)

∂s
> 0,

∂Px (s, ε)

∂ε
> 0. (62)

Define a few threshold values: First, denote ε0 by ε such that E (λx, 1/R̄, ε) = 0. Second,

denote ε̃x by ε such that Fx (p
ε
0, ε) = 0 where pε0 is p such that E (λx, p, ε) = 0 given ε. pε0

is thus given by

pε0 =
x− λx

1− λx

1

Rε
L

(63)
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with

∂pε0
∂ε

> 0,
∂Fx (p

ε
0, ε)

∂ε
< 0 (64)

The first part is obvious from x < 1, λ < 1, and
∂Rε

L

∂ε
< 0. For the second part, compute

∂Fx (p
ε
0, ε)

∂ε
by substituting pε0 for p in (58)

∂Fx (p
ε
0, ε)

∂ε
=

[
1− λ (1− µ)

1− x

1− λx

](
1− λx

x− λx

)
∂Rε

L

∂ε
< 0

Finally, denote ε̂x by ε such that Fx (1, ε) = 0.

Note that ε0 < ε̃x because at ε = ε0

Fx (p
ε0
0 , ε) = (1− µ)λ

(y
x
− R̄

)(
1− Rε0

L

R̄

)
> 0

while Fx (p
ε
0, ε) > 0 for all ε < ε̃x from the second part of (64).

We can show that ε̃x < ε̂x for x < y
y+R−1

≡ x0: At ε = ε̂x, Fx(p
ε̂x
0 ) < 0 from (59). Given

that Fx(1, ε̂x) = 0, Fx(p
ε̂x
0 ) < 0 requires pε̂x0 > 1 from the second part of (64). Denote by

ε1 ε such that pε0 = 1. Fx(p
ε̂x
0 ) < 0 also requires ε1 < ε̂ from the first part of (64), which

implies that Fx(1, ε1) < 0. Denote G(x) = Fx(1, ε1). We can verify that G(x0) < 0 and

∂G
∂x

< 0. We can thus conclude that G(x) < 0 for all x ≥ x0 and thus we can obtain ε̃x < ε̂x

for x ≤ x0:

Lemma 3. We can exclude two types of equilibria upon ε:

1. When ε ≥ ε0, equilibrium with E > 0 cannot occur.

2. When ε ≤ ε̃x, equilibrium with E < 0 cannot occur.

The first part of lemma 3 results from the fact that the only equilibrium with E > 0 is

s∗ = λx and p∗ = R̄−1 by lemma 2 whereas E
(
λx, R̄−1, ε

)
≤ 0 when ε ≥ ε0. We can prove

the second part of lemma 3 by contradiction. Suppose that there exist an equilibrium with

E < 0 under ε ≤ ε̃x: i) if p∗ = 1 (fundamental pricing), then Fx (1, ε) < 0, which implies

s∗ = 0. Contradiction to the fundamental pricing which require S > D; ii) if p∗ < 1,
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then p∗ is such that Fx(p
∗, ε) = 0. Since Fx(p

ε
0, ε) > 0, p∗ > pε0 from (59), and s∗ satisfies

Px(s
∗, ε) = p∗. Simple algebra shows that Px(λx, ε) = P ε

0 . Therefore, s
∗ > λx. This results

in E(s∗, p∗, ε) > E(λx, pε0, ε) ≥ 0. Contradiction.

In the following, we consider the equilibrium upon ε.

1. ε < ε0: An equilibrium with E (s, p, ε) = 0 can be excluded. If p∗ = 1 (fundamental

pricing), Fx (1, ε) < 0, which implies s∗ = 0. If p∗ < 1, then s = λx since S = D.

Thus, p∗ = pε0. However, pε0 < R̄−1 for ε < ε0 from (64). Contradiction to lemma 1.

If E > 0 in equilibrium, s∗ = λx and p∗ = R̄−1 by lemma 2. E
(
λx, R̄−1, ε

)
> 0 for

all ε < ε0. Therefore, this is an equilibrium.

2. ε0 ≤ ε ≤ ε̃x: The only equilibrium, if any, should be with E = 0 from lemma 3: i)

if p∗ = 1, then s should satisfy E(s∗, 1, ε) = 0 and s∗ > λx. Since Fx(1, ε) < 0 <

Fx(p
ε
0, ε), p

ε
0 < 1 from (59). This requires s∗ < λx. Contradiction; ii) if p∗ < 1,

then the only possible equilibrium is p∗ = pε0 and s∗ = λx. Given that MRCx is

not continuous at E = 0 from (49), the existence of such equilibrium requires both

MRCx (s+ ϵ, pε0) ≤ 0 and MRCx (s− ϵ, pε0) ≥ 0 where ϵ is very small close to 0 and

positive. We compute

MRCx (s+ ϵ, , pε0) =
1

pε0
− R̄ ≤ 0 (65)

MRCx (s− ϵ, , pε0) = Fx (p
ε
0, ε) ≥ 0 (66)

(65) is from pε0 ≥ R̄−1 for all ε ≥ ε0 based on the definition of ε0 and (56). (66)

is obvious for all ε ≤ ε̃x from the definition of ε̃x and (59). Therefore this is an

equilibrium.

3. ε̃x < ε < ε̂x: We can exclude an equilibrium with E = 0. p∗ = 1 cannot be an

equilbrium for the same reason in the above. p∗ = pε0 < 1 and s∗ = λx cannot be an
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equilibrium either. To show this, we compute,

MRCx (s > λx, pε0) =
1

pε0
− R̄ < 0 (67)

MRCx (s < λx, pε0) = Fx (p
ε
0, ε) < 0 (68)

(67) is from pε0 > R̄−1 for all ε > ε0 > ε̃x based on the definition of ε0 and (56).

(68) is obvious for all ε > ε̃x from the definition of ε̃x and (59). s = 0 would be

profitable deviation. Consider now the equilibrium with E < 0. An equilibrium with

fundamental pricing can be excluded, since F (1, ε) < 0 implies s∗ = 0. Using (58)

we have

Fx

(
1

Rε
L

, ε

)
< 0, Fx

(
1

R̄
, ε

)
= λ (1− µ)

(y
x
− R̄

)
ε > 0,

where the last step uses (A1). Together with Fx (1, ε) < 0, this implies that there

exists a unique p∗ such that Fx (p
∗, ε) = 0, with 1/R̄ < p∗ < min{1, 1/Rε

L} from (59).

Using the pricing formula (51), which is continuous and increasing in s, one can find a

unique s∗ such that p∗ = p (s∗). We thus have a unique equilibrium (p∗, s∗), featuring

CIMP. With some algebra, we get expression (54) for s∗. This equilibrium satisfies

E < 0 given that (1− s∗) p∗Rε
L < x− s∗.

4. ε > ε̂x: The equilibrium with E < 0 can be excluded since Fx (p, ε) > Fx (1, ε) > 0

for all p < 1 from (59), which implying s∗ = 1. In turn, E > 0. Contradiction.

We now consider an equilibrium with E = 0. Under E = 0, p∗ = pε0 cannot be an

equilibrium because pε0 > 1 from Fx(p
ε
0, ε) < 0 < Fx(1, ε) and (59). Therefore, the

only equilibrium with E = 0, if any, is p∗ = 1 and s∗ should satisfy E(s∗, 1, ε) = 0 and

s∗ > λx. Since p∗0 > 1 and E(λx, pε0, ε) = E(s∗, 1, ε) = 0, we obtain s∗λx. Therefore

this is an equilbrium. We get s∗ =
x−Rε

L

1−Rε
L
from E(s∗, 1, ε) = 0.

5. ε = ε̂x: Since Fx (1, 0) = 0, p∗ = 1 and s∗ is s satisfying the equation (50) and

E (s, 1, ε̂x) ≤ 0. The lower bound of s∗ is thus ŝx is given by (54). Its upper bound is
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given by E (s, 1, ε̂x) = 0, which is
x−Rε

L

1−Rε
L
.

Case 1 in the statement of proposition 11 map with case 1-2 above, and case 2-4 match

case 3-5 above, respectively. ■
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