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Abstract

A recent influential paper (O’Connell 1998) argues that panel data evidence
in favor of purchasing power parity disappears once test procedures are altered
to accommodate heterogenous cross-sectional dependence among real exchange
rate innovations. We present evidence to the contrary. First, we modify two
extant panel unit root panel unit root tests to eliminate the upward size dis-
tortion induced by contemporaneous cross-sectional dependence. Second, we
exploit recently-introduced test, based on SUR techniques, that also remains
valid in the presence of cross-sectional dependence. Using the three new tests,
we find overwhelming evidence in favor of real exchange rate stationarity dur-
ing the post-Bretton Woods era among OECD economies, as well as among a
larger group of ”open” economies. We also find emphatic evidence of station-
arity using O’Connell’s GLS test. Bias-corrected parameter estimates indicate
that deviations from PPP erode more quickly for real exchange rates defined
using wholesale rather than consumer price indices. Monte Carlo experiments
indicate that several of the tests discussed here have considerable power against
the unit root null.

1 Introduction

Purchasing power parity is a key building block of many models in international
macroeconomics. Yet it is by now well-known that the null hypothesis that real
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exchange rates contain a unit root cannot generally be rejected using univariate tests
for data from the post-Bretton Woods era.! Frankel (1986, 1990) and Froot and
Rogoff (1995) show that failure to reject the unit root null may be driven by the low
power of univariate tests against persistent alternatives. Recently, several authors
have turned to panel data unit root tests in an attempt to gain statistical power; see,
for example, MacDonald (1996), Frankel and Rose (1996a), Oh (1996), Wu (1996),
and Papell and Theodoridis (1998). This work uniformly finds evidence of real
exchange rate stationarity among developed countries during the recent float.?

Recent work by O’Connell (1998) challenges the emerging consensus in favor of
real exchange rate stationarity. O’Connell shows that the most widely used panel
unit root test, introduced by Levin and Lin (1992), suffers from substantial upward
size distortion in the presence of cross-sectional dependence among contemporaneous
real exchange rate innovations. He develops develops a new panel unit root test, based
on GGLS techniques, that eliminates the upward size distortion. Using the new test
(OC-GLS hereafter), O’Connell fails to reject the unit root null for several country
panels.

We defend the consensus in favor of real exchange rate stationarity. First, we
modify the panel unit root test introduced by Im, Pesaran and Shin (1995), as well as
a second test introduced by Levin and Lin (1993), to eliminate the upward size distor-
tion induced by contemporaneous cross-sectional dependence. (We call the modified
tests IPS — GLS and LL2 — GLS, respectively.) Second, we exploit a restricted ver-
sion of the SUR-based panel unit root test recently introduced by Sarno and Taylor
(1998) (SUR-GLS hereafter): this test also remains valid in the presence of cross-
sectional dependence. Using the three new tests, we find overwhelming evidence in
favor of real exchange rate stationarity during the post-Bretton Woods era for three
panels of relatively open economies: i) 32 countries classified as economically open
by Sachs and Warner (1995); i) the 25 countries belonging to the OECD by 1995;
and 4ii) 19 European countries. We also find emphatic evidence of stationarity using
O’Connell’s GLS test.?

Bias-corrected parameter estimates indicate that deviations from PPP erode more
quickly for real exchange rates defined using wholesale rather than consumer price
indices. This result is consistent with the higher share of tradables in the wholesale
category. Monte Carlo experiments indicate that the IPS — GLS, SUR-GLS and

!See, for example, Meese and Rogoff (1988), Mark (1990), and Papell and Theodoridis (1998).

2The rapidly growing body of work which applies panel data techniques to real exchange rate
behavior includes Wei and Parsley (1996), Flood and Taylor (1996), Frankel and Rose (1996Db),
Jorian and Sweeney (1996), and Koedijk, Schotman and Dijk (1998). Of these papers, only Koedijk,
Schotman and Dijk address the issue of cross-sectional dependence of interest here. The authors’
approach, however, differs from our own in treating PPP as the null rather than the alternative
hypothesis.

3We are unable to explain why O’Connell fails to reject the unit root null for an essentially
identical European sample.



OC-GLS tests have considerable power against the unit root null: the exact power
ranking depends on the cross-sectional and time-series dimensions of the panel, as
well as the degree of serial correlation among real exchange rate innovations. The
LL2 — GLS test has much lower power against the null, especially in the presence of
serial correlation. Notably, though, the IPS — GLS and LL2 — GLS tests assume a
less restrictive data generating process than the SUR-GLS and OC-GLS tests.

2 PPP and the Unit Root Hypothesis

Purchasing power parity (PPP) is a key building block of many models in international
economics. In its simplest and strongest form, purchasing power parity states that
the price of similar goods sold in two countries will be equal when expressed in
a common currency. This hypothesis, known as absolute purchasing power parity,
implies the equality of national price levels, provided that national price indices assign
a common set of weights to all goods. Empirical work, on the other hand, has
focused on the weaker concept of relative purchasing power parity: a higher rate of
domestic inflation—relative to a numeraire country—should be systematically offset
by depreciation against the numeraire currency.! Relative purchasing power parity
implies that real exchange rates—the ratio of a country’s nominal exchange rate to
its relative price index—should be stationary.
Define the (natural) log of the real exchange rate, ¢, as:

g=(e—e€’)—(p—p") (1)

where e denotes the log of the nominal ($US) exchange rate of the domestic country,
e* is the log of the nominal exchange rate of the country used as a numeraire, p is
the log of the domestic price level, and p* is the log of the foreign price level. Note
that if p and p* are measured using consumer price indexes (CPIs), the real exchange
rate gives the price of the consumption basket of the numeraire country in terms of
the domestic consumption basket. In our analysis, we treat the U.S. as the numeraire
country, so that e* is always equal to 0.

Under the null hypothesis, it is assumed that each country’s real exchange rate,
¢i+, contains a unit root, and that the first difference of the real exchange rate, Ag;,
is stationary. Under the alternative hypothesis, all real exchange rates are assumed
to be stationary. Formally, the evolution of the real exchange rate for country 7 in
period ¢ is described by the following data generating process (DGP):

4Relative PPP allows for a constant, unobservable differential between different countries’ con-
sumption (or production) baskets. As a result, tests of relative PPP can rely on data concerning
country price indexes, rather than (generally unavailable) data concerning absolute country price
levels.



Agiy =i +piGig1+my, i=1,...,N;t=1,...T, (2)

where «; denotes a fixed country-specific effect.

Under the null hypothesis that real exchange rates contain a unit root, a; = 0
and p; = 0, for all 2. Therefore, innovations to the real exchange rate, 7, ,, have
a permanent effect on the level of the real exchange rate ¢;;. Under the alternative
hypothesis of stationarity, p, < 0, for all ¢, so that innovations to the real exchange rate
decay at the rates p;, ¢ = 1,..., N. Moreover, under the alternative, the inclusion of
fixed individual effects allows the unconditional mean of ¢;; to differ across countries.
The long-run equilibrium value of country i’s real exchange rate, therefore, is given
by ¢f = —ai/p;.°

The simple data generating process described by equation (1) can easily be ex-
tended to allow for general ARMA representation of the innovation process under
the null hypothesis. For example, one or more lagged real exchange rate changes
(AGit—1,Agit—2,...) can be added as regressors to equation (1) to control for serial
correlation, yielding a panel data extension of the standard augmented Dickey-Fuller
(ADF) framework. Disturbances that affect all countries equally in a given period
t—a pattern of homogenous cross-sectional dependence—can easily be accommodated
by adding fixed time effects to equation (1), or equivalently, by expressing all variables
as deviations from their time-specific means.

3 Panel Data Unit Root Tests

In this section, we review some of the existing panel data unit root tests. A common
assumption behind all the tests considered in this paper is that the underlying DGP
can be described by a panel data extension of the univariate ADF framework. The

SBanerjee et al. (1996, pp. 100-101) describe how common factor restrictions can be used to
write the null hypothesis in this composite form. Under the composite null, the fixed effect for each
country is absorbed into the initial value g; g, so that a; = 0 for all <.

6Unlike some authors, we do not address the possibility that the DGP for real exchange rate
changes might contain a linear time trend. That is,

Aqi,t = a]_,i =+ O[Q,it + piqi,tfl =+ 771'715, Z = 1, . .,N; t = 1, . ,T.

The null of a unit root in the above equation implies that o1; = az; = 0, and p; = 0, for all i.
Under the stationary alternative, p; < 0, and o ; and ag; are unrestricted. Under the alternative
hypothesis, real exchange rates are stationary around a country-specific deterministic trend. As a
result, the real exchange rates for a given country pair ¢ and j can drift apart indefinitely at the rate
an;—as ;. We view this implication as at odds with the economic content of the relative purchasing
power parity hypothesis—that common-currency price levels should not drift apart indefinitely—but
are unable to consider the issue further here.



tests can then be classified according to the restrictions imposed on the assumed DGP.
For instance, some tests require the speed of convergence to long-run equilibrium
under the alternative to be the same across all countries—that is p; = p, for all
i—while others allow the speed of convergence to vary across countries.

Similarly, some tests impose a common autoregressive error structure on the real
exchange rate innovations, while others allow it to differ across countries. Some of
the tests are designed to accommodate only a homogenous pattern of cross-sectional
correlation among real exchange rate innovations, while others are designed to ac-
commodate an arbitrary pattern of contemporaneous cross-sectional dependence. We
show below, however, that simple Generalized Least Squares (GLS) transformation
techniques can be used to render the first class of tests suitable for panels character-
ized by heterogenous cross-sectional dependence.

3.1 Levin and Lin (1992)

The first widely used panel data unit root test, developed by Levin and Lin (1992),
is a direct extension of a univariate ADF test to the panel data setting. This test
(LL1 hereafter) restricts the speed of convergence to long-run equilibrium under the
alternative of stationarity to be the same for all countries. As in the standard ADF
test, serial correlation among real exchange rate innovations is accommodated by
adding one or more lags of the change in the real exchange rate as explanatory vari-
ables to the regression; autoregressive parameters at each lag and the lag length itself
are restricted to be the same for all countries. The estimated model is given by the
standard Least Squares with Dummy Variables (LSDV') representation:

Agit = o + pgiz—1 + Z MAGg 1 i=1,...,N; t=1,...,T. (3)

k=1
Levin and Lin (1992) show that under the null hypothesis the ¢-statistic for p, s
diverges to —oo at the rate v/ N.” A simple transformation of t;, however, converges

to a standard normal variate as */—Tﬁ — 0. For given N and T, appropriate critical

values can be derived using Monte Carlo techniques, and critical values for various
sample sizes are reported by the authors.

"Intuitively, the divergence occurs because the presence of country-specific fixed effects induces a
downward bias, for finite T, on the least squares estimator of p; see, for example, Nickell (1981). Thus
the estimation of fixed individual effects shifts the asymptotic mean and variance of the regression
estimator of p. In the case of panel data, averaging across N preserves the shift in the mean, so
that p converges to a non-central normal distribution. Because an increase in the cross-sectional
dimension NN reduces the sample variance—but for fixed T" has no effect on the downward bias of
p—the t-statistic, t?, approaches —oo at the rate v N.



The LL1 test is implemented by estimating equation (2) jointly for all countries.
The test can be extended to accommodate an arbitrary pattern of homogenous cross-
sectional dependence by adding fixed time effects to equation (2), or equivalently, by
expressing all variables as deviations from their time-specific means. Such a trans-
formation has no effect on the limiting distribution of #;, although in finite samples,
there is some loss in statistical power for given N and T'.

3.2 Heterogeneous cross-sectional dependence

In a recent paper, O’Connell (1998) shows that the LL1 test suffers from significant
size distortion in the presence of heterogeneous correlation among contemporaneous
real exchange rate innovations. The inclusion of fixed time effects is, at best, only
a partial solution to the problem of heterogeneous cross-sectional dependence. For
example, if the true covariance matrix of the real exchange rate innovations exhibits
substantial heterogeneity in its off-diagonal elements, the removal of the time-mean
from each individual series will do little to reduce the amount of cross-sectional de-
pendence present in the data.

Because the data strongly favor the presence of heterogenous cross-sectional cor-
relation, the failure to control properly for this feature of the data has dramatic con-
sequences for the size and power of the LL1 test. To address this problem, O’Connell
proposes a GLS extension of the LL1 unit root test (OC-GLS hereafter). The use
of GLS techniques produces an estimator with critical values invariant to the actual
pattern of contemporaneous cross-sectional correlation among real exchange rate in-
novations. Like the LL1 test, the OC-GLS test requires the speed of convergence
to long run equilibrium under the alternative to be the same for all countries and
imposes a common autoregressive structure on the real exchange rate innovations.

The OC-GLS test relies on the first differences of raw data to estimate the co-
variance matrix of real exchange rate innovations. In particular, the covariance of
exchange rate innovations between countries ¢ and j is estimated as:

1 T — —

Wij = <ﬁ> tz:; (A%’,t - AQi) (A%’,t - A%) ) (4)
where Agq, = ﬁZtTZQ Ag;y. Under the null hypothesis of a unit root, the first
difference of the real exchange rate and its innovation are equivalent (i,e., Ag;; = n,,),
and the procedure yields consistent estimates of the innovation covariances; the N x N
contemporaneous covariance matrix of real exchange rate innovations, Q, is defined
as Q= [0y],4,j=1,...,N.

To implement the OC-GLS test, the data matrices corresponding to equation
(1) are transformed using the estimated covariance matrix Q, rendering the error
term 7,, cross-sectionally homoskedastic. Formally, equation (1) is pre-multiplied
by the NT x NT GLS-transformation matrix I' = P ® Iy, where P is the lower
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triangular matrix from the Cholesky decomposition of Q! Iy is an identity matrix
of dimension 7', and ® denotes the Kronecker product. Critical values for the OC-
GLS estimator are derived via Monte Carlo simulations: artificial data consistent
with the null hypothesis are generated, and the lower 1-, 5- and 10-percent tails for
t; are recorded.

To accommodate serial correlation among real exchange rate innovations, the OC—
G LS test relies on a two-step procedure. In the first “pre-whitening” stage, differences
of the real exchange rate are regressed on one or more lags of itself:

Agiy = Z MG+ Uiy (5)
k—1

To ensure consistency with the assumptions of the LL1 test and achieve a parsi-
monious specification, equation (4) is estimated jointly for all countries, imposing a
common maximum lag length, m, and a common serial correlation pattern, deter-
mined by the autoregressive parameters \g, k =1,...,m.

Under the null hypothesis of a unit root, Ag;; = n,,, and the autoregressive
parameters are estimated consistently. In the second stage, the estimated residuals
from the first-stage regression, u;;, are used in place of Ag;; and Ag;; in equation
(3) to obtain a consistent estimate of 2. To implement the OC-GLS test, the data
corresponding to equation (2) are first quasi-differenced to eliminate serial correlation,
using the estimated autoregressive parameters Xk, kE = 1,...,m?8 Finally, a GLS
transformation is performed on the quasi-differenced data, p is estimated by OLS,
and ¢; is compared with the appropriate critical values.

A potential problem with the OC-GLS test is that it yields inconsistent estimates
of the autoregressive parameters of the ADF regression under the alternative. This
point is easiest to illustrate in the case of first-order serial correlation. Note that,
under the alternative, a regression of Ag;; on its own lag involves the following term
in the numerator of the OLS estimator of A:

1

T
<ﬁ> ; (Ozz’ + pPqiz—1 + ni,t> (Oél' + pqit—2 + 1’]2»,1571) (6)

Note that g; ;—idirectly contains Mit—1s while g; 4—1and ¢, ;—» share the innovation terms
Mit 2:Mis 3+ I acase when there is no serial correlation (A = 0), it can be shown

that the estimated autoregressive parameter \ converges to p/2 (instead of zero) as
T — oo. This inconsistency also applies to all the parameters estimated for higher-

8For example, if first-order serial correlation is assumed, the quasi-differenced model is given by
(Aqu — )\AQi,t—l) = (1 — )\) +p <q¢7t_1 — )\qi,t_g) + (m,t — )\ni,t_l). Under the null hypothesis

of a unit root, the transformed error term, (1, , — An, ;_;), is serially uncorrelated.



order processes.” !V Using Monte Carlo experiments, we show that the inconsistency
of the estimated autoregressive parameters can lead to a sizeable loss in statistical
power.

3.3 The SUR approach to cross-sectional dependence

When testing for the presence of unit roots in a panel data setting, the time series
dimension 7' typically exceeds the cross-sectional dimension N. This feature of the
data can be exploited in a Seemingly Unrelated Regression (SUR) framework to
accommodate an arbitrary pattern of contemporaneous cross-sectional correlation.
In this section, we describe a SU R-based feasible GLS unit root test (SUR-GLS) as
an alternative to the OC-GLS test, which controls for heterogeneous cross-sectional
dependence, is simple to compute, and avoids the aforementioned problems with the
OC-GLS test.

In spirit, our SUR-GLS test is similar to the OC-GLS test. The fact that T' > N
allows us to replace the LSDV specification of the OC-GLS tests given in equation
(2) with a SUR system of N ADF regressions with country-specific intercepts.!! The
key difference between the OC-GLS test and the SU R-based test is that is that all
parameters in the system of N equations are estimated simultaneously, including of
course the parameters contained in the contemporaneous cross-sectional covariance
matrix 2, and the parameters \x, £ = 1,..., m, determining temporal dependence
among real exchange rate innovations. In partlcular we rely on an iterative GLS
procedure, with the residuals at each stage used to generate Q) and the \; for the
subsequent round of estiamation.'? In contrast with the GLS-OC test, estimates
of the serial correlation paramters are consistent under both the null and alternative
hypotheses. (Under our approach, the estimates are in fact biased in finite samples
under both the null and alternative hypotheses, but Monte Carlo experiments indicate
that the degree of finite-sample bias is small.) Also in contrast to the OC-GLS test,
Monte Carlo experiments also indicate that extending the test to allow for serial
correlation results in a relatively small loss in statistical power.

Suppose, for example, that an AR(2) model is estimated when in fact there is no serial correlation
among real exchange rate innovations. It can be shown that the AR(1) parameter \; converges in
probability to ;—:gp, while the AR(2) parameter Ay converges to 5%. Note that, with p < 0, the

asymptotic bias of Xl increases as additional lags of Ag;; are added to the ADF regression.

0The inconsistency of the estimated autoregressive parameters under the alternative implies that
the contemporaneous covariance matrix, {2, is also estimated inconsistently. However, it can be
shown through direct calculation or Monte Carlo techniques that E(€; ; — €2; ;) remains negligible
for plausible values of p, for Vi, j.

"Like the OC-GLS test, our test imposes a common decay parameter p on all countries and
restricts the temporal process of real exchange rate innovations to be the same across countries.

12The iteration terminates when the covariance matrix of equation errors changes less than the
specified convergence criterion; see Davidson and MacKinnon (1993) for discussion.



The SUR test described above differs from the test recently introduced by Sarno
and Taylor (1998) only in minor respects. Monte Carlo exploitation of the SUR
procedure is computationally expensive because the slope and covariance parameters
for the system of N equations must be estimated simultaneously. Sarno and Taylor
achieve computational feasibilty by limiting the panel to four countries. In contrast,
we achieve computational feasibility by restricting the speed of convergence to long-
run equilibrium and the paramaters determining serial correlation among innovations
to be the same for all countries. As a result, we are able to consider much larger
panels. Second, as noted earlier, we rely on an interative SUR procedure, whereas
Sarno and Taylor rely on a two-step procedure. The choice of an interative rather
than two-step procedure affects the finite-sample but not the asymptotic properties
of the tests.

3.4 Levin and Lin (1993)

The strong identifying assumptions of the LL1 test have led those authors to develop a
panel unit root test that places fewer restrictions on the DGP than their original test.
The second test developed by Levin and Lin (1993), allows the speed of convergence
to long-run equilibrium under the alternative to vary across countries; and for au-
toregressive parameters at all lags—as well as the lag-length m itself—to vary across
individual countries. The empirical model, then, corresponds to an unrestricted ADF
specification:

Agiy = G+ pidiz—1 + Y NipDAi i + Mgy t=1,...,N; t=1,....,T (7)
k=1

As with the LL1 test, a homogenous pattern of contemporaneous cross-sectional
dependence can be accommodated by expressing all variables as deviations from their
time-specific means.

The procedure for the LL2 test is elaborate, requiring the calculation of various
statistics for each country. The ultimate test statistic has a limiting N(0,1) distri-
bution as N — oo, T" — oo, and % — 0. In finite samples, Monte Carlo techniques
are required to estimate mean and variance adjustment factors which preserve a stan-
dard normal distribution under the unit root null. The test procedure is described
in detail in the Appendix.

3.5 Im, Pesaran and Shin (1995)

Im, Pesaran and Shin (1995) propose a unit root test for heterogeneous dynamic
panels based on the mean-group approach recently advanced in Pesaran and Smith
(1995) and Pesaran, Smith, and Im (1996). The IPS unit root test is equivalent
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to the LL2 test, in the sense that it is valid in the presence of heterogeneity across
cross-sectional units, as well as of residual serial correlation across time periods. As
with the LL2 test, homogenous cross-sectional dependence can be accommodated by
expressing all variables as deviations from their time-specific means.

The IPS test statistic is a simple function of the average t-statistic for p, from the
N individual ADF regressions. The authors show that this simple function converges
to a standard normal variate as N — oo, T" — o0, and % — 0. As with the LL2
test, Monte Carlo techniques are required to estimate mean and variance adjustment
factors which preserve an N (0, 1) distribution in finite samples. The test procedure
is described in detail in the Appendix.

3.6 Cross-sectional dependence and the LL2 and IPS tests

As noted above, the LL2 and I PS tests assume that contemporaneous innovations
in different cross-sectional units are uncorrelated: FE(n;n,,) = 0,Vi,j. Homoge-
nous cross-sectional dependence can be accommodated by expressing all variables as
deviations from time specific means, but the tests remain invalid in the presence of
heterogenous correlation. This section describes a simple GLS procedure which al-
lows the LL2 and IPS tests to be implemented when contemporaneous innovations
display heterogenous cross-sectional correlation. In spirit, our procedure is similar
to O’Connell’s (1998). We first take raw real exchange rate differences, and ”pre-
whiten” them to eliminate serial correlation, as in equation (4). The residuals from
the pre-whitening regression, u;:, are used to obtain an estimate of (2. We then
pre-multiply the entire system of NT' equations (corresponding to equation (5)) by
the NT x NT GLS-transformation matrix I' = P® I, where P is the lower triangular
matrix from the Cholesky decomposition of Q~'. The result is to restore indepen-
dence among contemporaneous real exchange rate innovations. The LL2 and IPS
tests are then applied to the transformed data in the usual manner; we refer to the
modified tests as LL2-GLS and I PS-GLS, respectively.

Note that the pre-whitening regression (raw real exchange rate changes on one or
more lags) is used only to derive temporally independent residuals, 1, ;, for estimating
the contemporaneous covariance matrix, 2. The estimated serial correlation param-
eters are then discarded, and the possibility of serial dependence among innovations
is accomodated by including one or more ADF lags in the estimating equation, as in
equation (5).

4 Implementing the Panel Unit Root Tests

Implementing the OC-GLS and SUR-GLS tests requires calculation of appropriate
critical values using Monte Carlo techniques. The process is straightforward. We

10



first generate 10,000 artificial real exchange rate panels that match the time-series
and cross-sectional dimensions of the relevant samples.'® The artificial panels are
consistent with the null hypothesis of a unit root, so that ¢;; = >\_, ;s and Ag;y =
n;+- For each of the two tests, we calculate t, as described above and record the 1-, 5-
and 10-percent critical values. For the OC-GLS test, we calculate different critical
values corresponding to the number of lags included in the first-stage, ” pre-whitening”
regression. For the SUR-GLS test, we calculate critical values corresponding to the
number of lags in the ADF regression. For both tests, however, autoregressive lag
length has only an negligible effect on estimated critical values (see Tables A.5 - A.8).

Implementing the LL2-G LS and I PS—GLS tests requires calculation of appropri-
ate mean and variance adjustment factors using Monte Carlo techniques. As above,
we generate 10,000 artificial real exchange rate panels, consistent with the unit root
null, matching the time-series and cross-sectional dimensions of the relevant samples.
We then calculate the mean and variance of the relevant test statistics absent ad-
justment (see equations (6) and (9)), and, to derive the adjustment factors needed to
leave those test statistics with a N(0,1) distribution. Also as above, we allow the
adjustment factors to vary with the number of lags included in the ADF regression.'*

The DGP used to generate artificial data for calculation of critical values as-
sumes that there is in fact no cross-sectional dependence among contemporaneous
real exchange rate innovations, and that such innovations also display no temporal
dependence. These assumptions are innocuous. Monte Carlo experiments (not re-
ported) show that, within the range of experimental error, estimated critical values
do not depend on the actual contemporaneous covariance matrix, 2, or on the actual
serial correlation parameters \;, K = 1,...,m.}> The same holds true for calculation
of adjustment factors.

5 Empirical Results

13For each “country,” the first 25 observations are discarded to avoid initial-value bias. After these
initial observations are discarded, the time series dimension of the artificial real exchange rate panel
matches that of the panel of interest.

14Tm, Pesaran and Shin’s (1995) original test also tailor mean and variance adjustment factors to
the number of ADF lags. Levin and Lin (1993) do not allow adjustment factors to vary with the
number of ADF' lags, but our Monte Carlo results indicate that doing so is necessary in order to
leave the LL2 or LL2-GLS test statistics with the desired N(0,1) distribution.

15This result should not be surprising. The covariance matrix, €2, is estimiated in order to
transform the data, restoring a homoskedastic relationship among contemporaneous innovations.
The estimation error separating 2 and Q does not depend on the actual degree of cross-sectional
dependence. Similarly, the A are estimated in order to Ender the equation innovations serially un-
correlated. The estimation error separating the A; and A\ does not depend on the actual parameter
values.

11



We study the behavior of real exchange rates during the post-Bretton Woods era,
applying the four panel data unit root tests described above to three different data
sets. The three samples consist of three, partly overlapping groups of countries: )
32 countries classified as economically open by Sachs and Warner (1995); i) the
25 countries belonging to the OECD as of the end of 1995; and 4ii) 19 European
countries. We rely on quarterly, seasonally unadjusted data, and define real exchange
rates using consumer price indices (CPIs). As a check on the robustness of our results,
we also study the behavior of real exchange rates defined using wholesale price indices
(WPIs) with minor changes in the sample composition and length. Details concerning
sample selection and variable construction are reported in the tables A.1 and A.3.

5.1 Results using consumer price indices

We being by estimating univariate ADF tests for the 36 countries included in our
various samples (Table A.2). In line with most previous research, the U.S. is treated
as the numeraire country. To choose lag lengths for the ADF' regressions, we rely on
the Akaike information criterion, while assuming a minimum lage length of four.! For
34 of the 36 countries, a four-lag ADF specification appears adequate to capture any
serial dependence among real exchange rate innovations; for two countries (Barbados
and Maritius) the Akaike information criterion points to a five-lag specification.

The univariate ADF results provide essentially no support for real exchange rate
stationarity. We are able to reject the unit root null at the 10-percent significance
level for only five of the 36 countries—little better than would be expected to happen
by chance. We are unable to reject the unit root null at the five-percent level for
even a single country. These unsupportive results come as no surprise: numerous
studies, including most recently (?), fail to reject the unit root null for the recent
float using univariate ADF tests. Does this lack of support for (relative) purchasing
power parity stem from low statistical power, or does it reveal that real exchange
rates during the post-Bretton Woods era are, in fact, nonstationary?

To anwer this question, we apply the panel unit root tests desribed above to
the Open, OECD and Europe samples. We rely on a four-lag ADF specification,
corresponding to the univariate evidence from the Akaike information criterion. The
results indicate that low power statistical power stands behind the lack of support
from univariate ADF tests for real exchange rate stationarity (Table 1). The evidence
is strongest using the IPS-GLS and SUR-GLS tests: the unit-root null is easily

16For each sample of interest, we also estimate the LSDV specification of the ADF regression, so
that p; = pand \; ;, = A, for all i. We allow the covariance matrix of the regression errors to exhibit
unrestricted contemporaneous cross-sectional dependence and estimate the resulting specification
with restricted maximum likelihood (REML); see, for instance, Diggle, Liang, and Zeger (1995).
Using the AIC, the results indicate that for all three samples four lags are sufficient to capture the
serial correlation pattern of real exchange rate innovations.
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rejected at the one-percent level for all three samples. Support for the stationarity of
real exchange rates also comes from the OC-GLS test: the unit root null is rejected
at the one-percent level for the Europe and OECD samples, although it is not rejected
at conventional significance levels for the larger Open sample.!” The LL2-GLS test
also supports mean reversion: the unit-root null is rejected at the five-percent level
for the Europe and OECD samples, and at the 10-percent level for the Open sample.

Taken together, the five tests provide overwhelming support for real exchange
rate stationarity for the Europe and OECD samples, and strong support for the
Open sample. We think of the results using the IPS — GLS and SUR — GLS tests
as two stakes through the heart of the unit root null; the somewhat less emphastic
results from the OC-GLS and LL2 — GLS tests together comprise a third stake.

To ensure that the results are not driven by failure to accommodate higher-order
serial correlation, we derive a second set of results with K = 6 (Table 1). The results
are largely unchanged, except that the LL2 — GLS test now fails to reject the null
for any sample.

5.2 Results using wholesale price indices

As a check on the robustness of our results, we conduct tests for the stationarity of
real exchange rates defined using wholesale rather than consumer prices indices. The
new tests also allow us to ask whether the higher weight of tradable goods in wholesale
price indices brings faster reversion to purchasing power parity (section 5.4).

As before, we begin by conducting univariate ADF tests, with individual country
lag lengths chosen using the Akaike information criterion, while assuming a minimum
lag length of four (Table A.4). For 27 of the 28 countries with complete wholesale
price data, a lag length of four appears sufficient to capture any temporal depen-
dence among real exchange rate innovations; for one country (Taiwan), a five-lag
specification appears necessary.

Again, the univariate ADF tests provide essentially no support for the (relative)
puchasing power parity hypothesis. We are able to reject the unit root null at the
10-percent level for only two of the 28 countries, less often than would be expected
to happen by chance.

The picture changes dramatically when we turn to more powerful panel unit root
techniques (Table 2): all of the test reject the unit root null at the one-percent level,
for every sample. (Note that the number of countries included in each sample is
smaller than for the CPI-based panel unit root tests, due to more limited availability
of wholesale price data.)

As before, to ensure that the results are not driven by failure to accommodate
higher-order serial correlation, we derive a second set of results with K = 6 (Table

17 As noted earlier, we cannot explain O’Connell’s failure to reject the unit-root null for a Europe
sample essentially identical to our own.
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2). The main change is that the LL2-GLS test is now unable to reject the unit root
null at conventional significance levels for any sample.

5.3 Test power

The empirical results described above build a strong case that real exchange rates
have in fact followed a stationary process during the recent float. However, the
results differ across the five tests. For example, with CPI-based real exchange rates,
the IPS—GLS test rejects the unit root null at the one-perent level for all three panels;
the LL2-GLS test is able to reject only at the five- or ten-percent level. Do these
differing results reflect differences in the power properties of the various panel unit
root tests?

To address this question, we conduct additional Monte Carlo experiments, with
the data generated under the alternative hypothesis of real exchange rate stationarity.
The design of the experiments is as follows.

1. For each of 5,000 Monte Carlo replications, we then generate an N xT" matrix of
independently and identically distributed real exchange rate innovations. We
then premultiply this innovation matrix by the Cholesky decomposition of Q,
estimated as described in Section 4, and vectorize the resulting N x T" matrix.
For each of the 5,000 replications, this procedure yields an artificial panel of
real exchange rate innovations characterized by the pattern of contemporaneous
cross-sectional correlation estimated to be present in the actual data. Our
experiments assume that real exchange rate innovations decay at the rate p =
—.04, so that the level of the real exchange rate is given by ¢;; = > 'Z¢(1 +

P)°Mis_s-'®

2. We then apply the OC-GLS, SUR-GLS, LL2-GLS, and IPS-GLS tests in
the usual manner to the artificial panels to test for real exchange rate mean
reversion, relying on the critical values calculated as described in Section 4.

3. To assess the effects of the number of estimated ADF' lags on test power (or,
in the case of the OC-GLS estimator, the number of lags included in the pre-
whitening regression), we conduct Monte Carlo experiments for zero-, four- and
eight-lag specifications.

The effect of lag length on test power is of interest for two reasons. First, as
noted earlier, the OC-GLS test yields inconsistent estimates of the autoregressive
parameters under the alternative hypothesis of stationarity. The test might therefore
suffer a relatively large loss in power as the number of lags included in the estimating

18 A5 customary in power calculations, we set the nuisance parameters, «;, equal to zero for all
panel members.
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equation increases. Second, as noted earlier, two of the tests (IPS-GLS and LL2—
GLS) allow the autoregressive parameters to vary across panel members, while the
others impose parameter homogeneity. The cost of this greater generality may be a
greater loss in test power as lag length increases. In particular, adding an additional
lag involves estimating only a single additional parameter for the SUR-GLS and
OC-GLS tests, but N additional parameters for the LL2-GLS and I PS—GLS tests.

Our Monte Carlo experiments indicate that the OC-GLS, SUR-GLS and I PS—
GLS tests have very high power against the unit root null. Consider the Europe
panel (Table 3A). In the zero-lag case, for example, the OC—-GLS test has power of
59 percent for a one-percent test size, and 94 percent for a ten-percent test. The
power of the SUR-GLS is slightly lower, with the I PS—GLS test close behind. The
power of the LL2-GLS is far lower, however, at only six percent for a one-percent
test size, and 45 percent for a 10 percent test.

However, the power of the OC—-GLS test fades relatively rapidly with the assumed
autoregressive lag length. Consider moving from a zero-lag to an eight-lag ADF spec-
ification (while remaining with the Europe panel). At the five-percent significance
level, the power of the OC-GLS test falls by half, from 86 to 45 percent.. The
power of the SUR-GLS test falls much less sharply, from 80 to 62 percent. FEvi-
dently, the power of the SUR-GLS test suffers only from the number of additional
parameters estimated; the power of the OC-GLS test suffers from the number of
additional parameters estimated, and also from the fact that the additional param-
eters are estimated inconsistently. The IPS-GLS test also suffers only a moderate
reduction in test power, from 77 to 53 percent at the five-percent level. The power of
the LL2-GLS test, however, essentially disappears, falling from 28 to zero percent.

The potential power loss arising from estimating additional AR parameters be-
comes more pressing if the method for choosing maximum lag length tends to select a
high-order AR process. For example, O’Connell’s (1998) procedure is to regress raw
real exchange rate changes on lagged changes, beginning with a maximum lag length
of 12. If the deepest lag is significant, according to a likelihood ratio test, that lag
length is selected; if not, the number of lags is reduced by one, and the likelihood
ratio test is reapplied. Recall here that autoregressive regressions involving raw real
exchange rate changes yield inconsistent estimates under the alternative of stationar-
ity. As a result, the method just described tends to point to ”significant” temporal
dependence where none exists. For example, with 7" = 95 and N = 19 (as in the
Europe sample), and p = —.04, a specification containing eight or more lags will be
chosen 68 percent of the time, in the absence of any true temporal dependence, and
using a ten-percent test to assess statistical significance.! The OC-GLS procedure
not only loses power quickly as the number of estimated AR parameters increases,

19T his conclusion is based on a Monte Carlo experiment involving 5,000 replications. If statistical
significance is assessed using a five-percent test, a specification containing eight or more lags will be
chosen 39 percent of the time.
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but tends to choose a high-order parameterization.

The power of the various tests also depends on IV, the cross-sectional dimension of
the panel. Note that the power of the OC-GLS test, relative to SUR-G LS, improves
as the cross-sectional dimension of the panel grows. Indeed, for a panel corresponding
to our Open sample (with CPI-based real exchange rates), the power of the OC-GLS
test exceeds the power of SUR-GLS, even under an eight-lag specification. This
result is not surprising. As the cross-sectional dimension of the panel rises, the the
number of elements in €2 to be estimated rises with it. This places a premium on
the small sample efficiency of the OC-GLS estimator, outweighing the large-sample
inconsistency of the estimated autoregressive parameters. The lesson is that the OC—
GLS grows increasingly attractive relative to SUR-GLS as (T'/N) declines. However,
we are unable to provide a firm metric for choosing between the two tests. The power
of the IPS-GLS test also rises relative to that of SUR-GLS as the cross-sectional
dimension of the panel rises, but only slightly.

As noted earlier, the power comparisons above do not impose a level playing field.
In particular, the OC-GLS and SUR-GLS tests impose homogeneity in the speed
of convergence to long-run equilibrium, and in the autoregressive process describing
real exchange rate innovations; the I PS-GLS and LL2-GLS tests allow heterogene-
ity along both dimensions. For reasons of computational feasibility, we have not
attempted to assess the power performance of an unrestricted SU R-based estimator
for panels of the relatively large cross-sectional dimensions considered here. How-
ever, initial experiments with N = 4 suggest that relaxing our parameter restrictions
results in a moderate loss in test power.

One should also note that we report lower test power using the SUR-GLS test
than do Sarno and Taylor (1998) using a similar test. The lower test power reported
here stems from an important difference in test implementation. Sarno and Taylor
estimate the country-specific drift terms—the «; in equation (2)-using univariate re-
gressions. The authors then include the estimated parameters in the DG P used to
generate artificial data consistent with the null hypothesis,?’ and rely on the artificial
data for estimating test critical values. The estimated critical values are valid only
if the estimated «; match those present in the true DGP. Monte Carlo experiments
(results available on request) show that that the initial estimates of the country-
specific drift terms are biased both under the null hypothesis and local alternatives:
in particular, the «; are typically overestimated in absolute value. Moreover, the
estimates are subject to very wide dispersion under either the null or local alterna-
tives. The experiments also show that the distribution of test statistics under the
null hypothesis is very sensitive to the values of the drift terms included in the process
used to generate artificial data. In particular, small increases (in absolute value) in
the «; bring sizeable reductions in estimated critical values. As a result, including

20 As noted earlier, some interpretations of the null hypothesis require that a; = 0,Vi. See
Banerjee et al. (1996)
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estimated drift terms in the process used to generate artificial data will generally leave
nominal test size well above true test size, boosting apparent test power.?! Because
the true «; are unknown and cannot be estimated accurately, we follow the more
conservative procedure of setting such nuisance parameters to zero under the null
DGP. The points made here are not specific to SU R-based panel unit root tests.
For example, adding a drift term of -.01 to a univariate unit root process with an
innovation standard deviation of .05 changes the estimated five-percent critical value
for the ADF test from -2.89 to -2.52. With p = —.04 and T" = 100, the power of the
univariate test would appear to rise from 9.8 to 20.8 percent.

Our discussion thus far has side-stepped the important issue of the performance
of panel unit root tests in the face of structural breaks. Perron (1988) has shown that
a series which is stationary around a changing mean may appear to contain a unit
root, and several authors have argued that the unit root null can be rejected using
univariate tests once such breaks are accommodated (Perron and Vogelsang 1992,
Culver and Pappell 1995, Hegwood and Pappel 1996).”> We do not know whether
panel data unit root are more sensitive to structural breaks than univariate tests
(because several panel members may experience a structural break) or less sensitive
(because the typical panel member may not experience a structural break).

5.4 The speed of convergence

Although the results presented above provide strong evidence of real exchange rate
stationarity during the post-Bretton Woods era, they do not provide direct evidence
as to the speed of convergence to long-run equilibrium. True, the point estimates
from the various tests imply fairly rapid mean reversion. For example, applying the
SUR-GLS test to CPI-based real exchange rates, the estimated speed of convergence
is more than six percent per quarter, or 25 percent per annum, for the Europe and
OECD samples, and at almost five percent per quarter for the Open sample (Table
4A). However, as noted earlier, the point estimates are biased downward under both
the null and alternative hypotheses: the tranformed RHS variable (¢;;—g; _;), and the
transformed disburbance, (g;; — &;), are correlated through their mean components.
Indeed, under the null hypothesis that p = 0, the expected value of p comes to about
-0.04 for each of the three samples. (Recall that the bias goes to zero as the time-
series dimension of the sample increases.) The degree of bias is somewhat smaller
under the alternative, because shocks to the real exchange rate erode at the rate p,
reducing the covariance between g; and q; ;.

211t is worth emphasizing that the authors’ empirical results imply rejection of the unit root null
for the G-5 countries even using the critical values that would be calcuated setting the «; = 0.

22The null hypothesis must be stated carefully for models which allow structural breaks. In
particular, if the structuaral breaks themselves follow an i.i.d. random process, the real exchange
rate remains nonstationary.
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We rely on Monte Carlo techniques to calculate the speed of convergence implied
by our emprical results.?® In particular, for each sample, we find the estimated speed
of convergence corresponding to various assumed values for p: p = —.05, —.04, —.03,
etc. Our earlier empirical results then imply that the true p lies between two assumed
values; say, between —.04 and —.03. We then rely on linear interpolation to derive
a bias-corrected estimate of p.

Our bias-corrected estimates imply that real-exchange rates return to their long-
run equilibrium values rather slowly. Consider the results for the SUR-GLS test
with CPI-based real exchange rates. For the Europe sample, the bias-corrected
estimated speed of convergence comes to 3.2 percent quarter, or 12.2 percent per
annum, implying a half-life for real exchange rate equilibrium deviations of just over
five years. The estimated speed of convergence is somewhat lower for the OECD
sample. For the larger Open sample, convergence apparently occurs at a snail’s
pace: only 0.2 percent per quarter, implying a half-life for equilibrium deviations of
more than 85 years! One could well interpret this result as supporting the absence
of mean reversion in any economically relevant sense.

Our estimates point to substantially faster convergence to long-run equilibrium for
WPI-based real exchange rates, which assign a greater weight to tradable goods. For
the Europe sample, the bias-corrected speed of convergence 5.7 percent for quarter, or
21 percent per year, implying a half-life for equilibrium deviations of just under three
years. The estimated speed of convergence for the OECD sample is about the same.
The sharpest contrast is found for the larger, Open sample: the estimated speed of
convergence is 7.0 percent per quarter, as against only 0.2 percent earlier, implying
a half life of less than 2.5 years. The much faster estimated speed of convergence for
the Open, WPI-based real exchange rates is not due to the fact that fewer countries
report wholesale price data (26, as against 32 for consumer prices). If we remove
countries that do not report wholesale price data from the Open sample, the bias-
corrected speed of convergence for CPI-based real exchange rates remains very low,
at about 0.4 percent per quarter.

We also generate biased-corrected estimates of the speed of convergence to PPP
using the IPS-GLS test (Table 4B). This alternative test implies somewhat faster
mean reversion for CPI-based real exchange rates. The contrast is sharpest for the
Open sample: the estimated speed of convergence is now a slow but economically
meaningful 1.5 percent per quarter, implying a half life for equilibrium deviations
of about 11.5 years. The IPS-GLS test also finds that WPI-based real exchange
rates display faster mean reversion, although the contrast is less stark than with the

SUR-GLS test.

23 An analytical solution can be found for the expected bias as a function of p and 7', when p
is estimated via OLS. However, the Monte Carlo experiments indicate that the FGLS estimator
exhibits somewhat different (and slightly smaller) finite sample bias.
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6 Conclusion

We have found strong support for real exchange rate stationarity using several panel
unit root tests: OC-GLS, SUR-GLS, LL2-GLS and IPS-GLS remain valid in
the presence of heterogenous cross-sectional correlation. Because our results using
the LL2-GLStest are less than emphatic, we think of the paper as placing three
stakes through the heart of the unit root null. Our results support other recent
work. Cheung and Lai (1998) apply two efficient univariate tests to post-Bretton
Woods real exchange rates for the G-5 countries (the U.S., Japan, Germany, France
and the UK). The authors are able to reject the unit root null for most country
pairs. Sarno and Taylor (1998), relying on the less restrictive version of our SUR-
G LS test, find strong evidence of real exchange rate stationarity for the G-5 countries.
The Sarno-Tarylor bottom line is the same as our own: controlling for cross-sectional
dependence does not in fact undermine panel data evidence in favor of real exchange
rate stationarity among relatively open economies.

We suggest that research attention should now move beyond the purely statistical
issue of whether real exchange rates contain a unit root, to examine the economic
sources persistent—but not indefinite—departures from relative purchasing power
parity.
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TABLE 1

Panel Data Unit Root Tests of PPP
CPI Based Exchange Real Rates
Empirical Size Properties

Four-Lag ADF Specification (m = 4)

SAMPLE

Unit Root Test EUROPE OECD OPEN
OC-GLS 0.01 0.01 nr
SUR-GLS 0.01 0.01 0.01
LL2-GLS 0.05 0.05 0.10
IPS-GLS 0.01 0.01 0.01
N 19 25 32
min 7T} - - 71
max 1; - - 95
T 95 93 93
Obs. 1,805 2,375 2,975

Six-Lag ADF Specification (m = 6)

SAMPLE

Unit Root Test EUROPE OECD OPEN
OC-GLS 0.01 0.01 nr
SUR-GLS 0.05 0.05 0.05
LL2-GLS nr nr nr
IPS-GLS 0.01 0.01 0.01
N 19 25 32
min 7T} - - 69
max 1; - - 93
T 93 93 91
Obs. 1,767 2,325 2,911

Notes: The entries in the table correspond to the significance
level (%) at which the null hypothesis of a unit root can be re-
jected; nr indicates that the null hypothesis cannot be rejected
at the 10 percent (or better) significance level. All empirical sig-
nificance levels are based on 10,000 Monte Carlo replications of
a panel with the cross-sectional dimension N and time series di-
mension 7.
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TABLE 2

Panel Data Unit Root Tests of PPP
WPI Based Exchange Real Rates
Empirical Size Properties

Four-Lag ADF Specification (m = 4)

SAMPLE

Unit Root Test EUROPE OECD OPEN
OC-GLS 0.01 0.01 0.01
SUR-GLS 0.01 0.01 0.01
LL2-GLS 0.01 0.01 0.01
IPS-GLS 0.01 0.01 0.01
N 16 22 26
min 7T} 67 67 49
max 7T; 95 95 95
T 90.8 92 90
Obs. 1,453 2,023 2,340

Six-Lag ADF Specification (m = 6)

SAMPLE

Unit Root Test EUROPE OECD OPEN
OC-GLS 0.01 0.01 0.01
SUR-GLS 0.01 0.01 0.01
LL2-GLS nr nr nr
IPS-GLS 0.05 0.01 0.01
N 16 22 26
min 7T} 65 65 47
max 1; 93 93 93
T 88.8 90 88
Obs. 1,421 1,979 2,288

Notes: The entries in the table correspond to the significance
level (%) at which the null hypothesis of a unit root can be re-
jected; nr indicates that the null hypothesis cannot be rejected
at the 10 percent (or better) significance level. All empirical sig-
nificance levels are based on 10,000 Monte Carlo replications of
a panel with the cross-sectional dimension N and time series di-
mension 7.
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TABLE 3A

Panel Data Unit Root Tests of PPP
CPI Based Real Exchange Rates
Empirical Power Properties

Zero Lag ADF Specification (m = 0)
EUROPE OECD OPEN
Test Size Test Size Test Size
Unit Root Test 1.0% 5.0% 10.0% 1.0% 5.0% 10.0% 1.0% 5.0% 10.0%
OC-GLS 059 0.8 094 0.74 093 097 082 095 0.98
SUR-GLS 0.51 0.80 091 055 08 094 048 0.84 0.94
LL2-GLS 0.06 0.28 045 0.07r 031 051 0.10 0.31 0.51
IPS-GLS 046 0.77 088 059 085 093 0.67 087 0.94
Four Lag ADF Specification (m = 4)
EUROPE OECD OPEN
Test Size Test Size Test Size
Unit Root Test 1.0% 5.0% 10.0% 1.0% 5.0% 10.0% 1.0% 5.0% 10.0%
OC-GLS 034 0.70 0.83 050 0.79 089 064 086 0.94
SUR-GLS 037 0.72 0.8 046 0.79 090 043 0.76 0.89
LL2-GLS 0.00 0.03 0.08 0.00 0.03 0.09 0.00 0.03 0.07
IPS-GLS 035 0.65 0.80 048 0.76 086 052 0.79 0.89
Eight Lag ADF Specification (m = 8)
EUROPE OECD OPEN
Test Size Test Size Test Size
Unit Root Test 1.0% 5.0% 10.0% 1.0% 5.0% 10.0% 1.0% 5.0% 10.0%
OC-GLS 0.16 0.45 0.63 0.22 058 074 036 0.68 0.82
SUR-GLS 027 0.62 0.77 033 067 083 0.25 0.63 0.81
LL2-GLS 0.00 0.00 0.01 0.00 0.00 0.01 0.00 001 0.02
IPS-GLS 022 053 068 031 061 076 037 067 0.80

Notes: All power calculations are based on 5,000 Monte Carlo replications. The data for each panel
dimension are generated under the alternative hypothesis of stationarity: ¢; = 0.96q;_1 + €;+, where
e ~ N(0,1).
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TABLE 3B

Panel Data Unit Root Tests of PPP
WPI Based Real Exchange Rates
Empirical Power Properties

Zero Lag ADF Specification (m = 0)
EUROPE OECD OPEN
Test Size Test Size Test Size
Unit Root Test 1.0% 5.0% 10.0% 1.0% 5.0% 10.0% 1.0% 5.0% 10.0%
OC-GLS 047 0.75 0.87 0.63 087 095 0.69 090 0.95
SUR-GLS 040 0.74 0.86 047 082 092 049 081 0.92
LL2-GLS 0.04 021 037 0.06 023 041 0.07 028 046
IPS-GLS 037 0.67 0.80 048 0.78 0.89 051 081 0.95
Four Lag ADF Specification (m = 4)
EUROPE OECD OPEN
Test Size Test Size Test Size
Unit Root Test 1.0% 5.0% 10.0% 1.0% 5.0% 10.0% 1.0% 5.0% 10.0%
OC-GLS 025 055 071 037 070 084 044 0.75 0.87
SUR-GLS 027 0.63 0.78 041 073 08 041 0.75 0.87
LL2-GLS 0.00 0.02 0.06 0.00 0.03 0.08 0.00 0.02 0.07
IPS-GLS 027 058 0.73 037 067 080 039 0.68 0.82
Eight Lag ADF Specification (m = 8)
EUROPE OECD OPEN
Test Size Test Size Test Size
Unit Root Test 1.0% 5.0% 10.0% 1.0% 5.0% 10.0% 1.0% 5.0% 10.0%
OC-GLS 0.10 0.35 054 0.19 048 066 0.22 053 0.70
SUR-GLS 0.18 0.53 0.70 0.27 061 078 026 0.60 0.76
LL2-GLS 0.00 0.00 0.02 0.00 0.01 0.02 0.00 0.01 0.01
IPS-GLS 0.17 046 062 025 055 070 0.28 0.59 0.74

Notes: All power calculations are based on 5,000 Monte Carlo replications. The data for each panel
dimension are generated under the alternative hypothesis of stationarity: ¢; = 0.96q;_1 + €;+, where
e ~ N(0,1).
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TABLE 4A

Speed of Convergence to PPP
Actual and Bias-Corrected SUR-GLS Estimates of p
Four-Lag ADF Specification

CPI Based Real Exchange Rates
EUROPE OECD OPEN
Actual p B-Cp Actual p B-Cp Actual p B-C p
-0.064 -0.032 -0.061  -0.020 -0.047  -0.002

WPI Based Real Exchange Rates
EUROPE OECD OPEN
Actual p B-Cp Actual p B-Cp Actual p B-Cp
-0.087  -0.057  -0.086 -0.056  -0.095 -0.070

Notes: Bias-corrected estimates of the decay parameter p are computed
by matching the actual empirical estimates of p with Monte Carlo estimates
generated using various assumed values for p. For each replication, IV station-
ary processes of length 7'+ 30 are generated as g; ; = (1+p) Qs,4—1 + €54, Where
€+ ~ N(0,1) and p = —.04,—.03, —.025, —.02, —.015, —.01, —.005. The first
25 observations are discarded to minimize the effect of the initial value bias.
The following N-equation system of ADF regressions is estimated in a SUR
framework with iterative GLS: Aq;; = o + pgse—1 + Eizl AeAGi i + it
t=1,...,T. There were 5,000 Monte Carlo replications for each assumed value
of p.
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TABLE 4B

Speed of Convergence to PPP
Actual and Bias-Corrected I PS—GLS Estimates of p
Four-Lag ADF Specification

CPI Based Real Exchange Rates
EUROPE OECD OPEN
Actual p B-C p Actual p B-Cp Actual py¢ B-Cp
-0.071  -0.035  -0.070  -0.035 -0.059 -0.015

WPI Based Real Exchange Rates
EUROPE OECD OPEN
Actual p B-Cp Actualp B-Cp Actualp B-Cp
-0.077  -0.035 -0.082  -0.045 -0.083 -0.045

Notes: Bias-corrected estimates of the decay parameter p are computed
by matching the actual empirical estimates of p with Monte Carlo estimates
generated using various assumed values for p. For each replication, IV station-
ary processes of length 7'+ 30 are generated as g; ; = (1+p) Qs,4—1 + €54, Where
€, ~ N(0,1) and p = —.04, —.03, —.025, —.02, —.015, —.01, —.005. The first 25
observations are discarded to minimize the effect of the initial value bias. A
GLS transformation, rendering the error term cross-sectionally homoscedastic,
is performed on the data, and for each of the NV countries, the following ADF re-
gressions is estimated by OLS: Ag; ; = a;+piq; —1 +Zi:1 X kDG kMg, T =
1,...,T. The mean-group (MG) estimate of p is computed as p = % Zi\rzl 2
There were 5,000 Monte Carlo replications for each assumed value of p.
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Appendix: The LL2 and IPS Tests

A.1. Levin and Lin (1993)

The LL2 test can be summarized in four steps. First, two country-specific auxilliary
regressions are estimated using OLS to obtain orthogonalized residuals €; ; and v; ;_1,

defined as

et = Agip—a; — Z ﬁi,k:AQi,tfk; (A1)
k=1

m;
Vit—1 = (it—1 — Q; — Z 9i,kqu',t—kz-
k=1

To control for heterogeneity across countries, the residuals €;; and 7;;_; are normal-
ized, where the normalization factor is equal to the standard error of the country-
specific regression of €;; on ¥U;;_;. That is, the heterogeneity-corrected orthogonalized
residuals €;; and v;;_, are defined as

~ ~

it and Dig1 = Yit1 (A.2)

~ ~

€it =
0T 0T

where

1 ) r ~
~2 ~ =~ 2
= <T — m; — 1 t:%—&—Q
and 5, is the OLS estimator of ; in the country-specific regression of €;; on v; ;1.
Second, Levin and Lin estimate the ratio of long-run to short-run (innovation)
standard deviation for each country-specific ADF regression and calculate the average
of this ratio for the entire panel as:

QD

-~

1 XG,r
SNT - NZ - (A4)

i=1 O-ZzT

where 8727_ 7 is the estimator of the long-run variance 0,27_ 7, obtained as
2 29

~ 1 T L ] 1 T
0-7271':T = Z(AQi,t>2 +2 Zw(jv L) (T— Z Aqi,tAqi,t_j> (A5)

t=2 j=1 Tt t=24j

29



where w(j, L) are the sample covariance weights to ensure a non-negative value of

~2 24
O’niaT.

Third, the authors consider the following pooled regression:
€1 = P01 +error, i=1,...,N; t=m;+2,....T (A.6)

where €; ; and ¥, ;1 denote the heterogeneity-corrected normalized residuals from step
one. The null hypothesis of a unit root is tested against the alternative of stationarity
by considering the t-statistic for testing § = 0:

Byt
tr = IUNT A7
vt RSE(Byr) (&.1)

where B N7 18 the pooled OLS estimator of 3,

=

RSE(BNT) = ONT [i ZT: 77?,t—1] (A-S)

is the standard error of B ~T, and oy is the standard error of the regression, computed
as the square root of

T

N
Z Z ez,t—@NT@i,t—l)2 (A.9)

1
o NT = N_ _
where T =T —m —1, and m = %Zf\ilmi.

Finally, the authors show that as N — oo, T" — o0, and % — 0, a function of
the t-statistic t/ﬂ\NT converges to a standard normal variate. In particular, the specific

functional form for the Levin and Lin (1993) test statistic is

ts  — NTSNroNARSE(B )
LL2 = Pur NNt REE G )ity % N(0,1) (A.10)

ox
T

where M;": and a% are the mean and the standard deviation adjustment factors, ob-
tained by the authors via stochastic simulations, so that the test statistic retains a
N(0,1) distribution.

The adjustment factors are tabulated for N = 250 and different values of 7. In
particular, at each Monte Carlo replication, Gaussian random numbers with unit
variance are used to generate 250 independent unit root processes of time series
dimension T+ 1. The panel is then used to compute the sample statistics @ NT»

24Levin and Lin (1993) advocate the use of Bartlett weights, w(j, L) = j/(L + 1), proposed by
Newey and West (1987); in this case, the estimator 8%“1« is consistent if the lag truncation parameter
L grows exponentially at a rate less than 7.
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t5 Syr, &nT, and RSE(@NT), using the lag truncation parameter L = 3.21T5 (see
Andrews (1991)) and m; = 0 for all 4. Finally, based on 25,000 replications, i~ is

computed as the mean of t3 /N TSn16 V2 RSE(Byy), and o is computed as the
standard deviation of t3 — — N TSn16 v RSE(Byy) [

A.2. Im, Pesaran and Shin (1995)

The I PS t-bar statistic, £y, is based on the average of the t-statistics for p;, obtained
from country-specific estimation of the standard ADF regression. The t-bar statistic
is defined as:

- 1 X
tNT = NZ Tl,m,,pz (All)

where t;(T;, m;, p;) denotes the t-statistic of the OLS estimator of p;, based on the
sample of length T; and with m; lags in the ADF regression. Im, Pesaran and Shin
(1995) show that as N — oo, T' — oo, and % — 0, the standardized ¢yr statistic
converges to the N(0, 1) distribution. That is, the I PS test statistic is given by:

\/N (ENT - CLNT)
Vonr

where anyr and by are the mean and the variance adjustment factors for the ¢-bar
statistic £y, obtained via stochastic simulations.

Im, Pesaran and Shin tabulate the adjustment factors ayr and by for N = 1 and
different values of T' and m. In particular, at each Monte Carlo replication, Gaussian
random numbers with unit variance are used to generate a random walk of dimension
T+m-+1. Next, the authors estimate the standard ADF regression given in equation
(7) to obtain the t-statistic for testing p = 0, denoted by ¢/(T, m,0), where j stands
for the j-th Monte Carlo replication. This procedure is repeated R times, and the
mean:

IPS = 2 N(0,1), (A.12)

R
=1
and the variance:
1E 2
byt = Valt(T,m,0)] = Z@Tmo Eg[t(T,m,0)]] (A.14)
]:1

are computed.?’

25The adjustment factors reported by Im, Pesaran, and Shin (1995) are based on 50,000 replica-
tions.
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TABLE A.1

Sample Membership

CPI Based Real Exchange Rates

Sample

Country EUROPE OECD OPEN Start End T

Australia v/ v/ 73Q1 97Q4 100
Austria vV vV Voo 73Q1 97Q4 100
Barbados v 73Q1 97Q4 100
Belgium vV vV Vv 73Q1 97Q4 100
Botswana vV 79Q1 97Q4 76
Canada vV v/ 73Q1 97Q4 100
Chile J o 76Q1 97Q4 88
Cyprus v v 73Q1 97Q4 100
Denmark Vv vV Vv 73Q1 97Q4 100
Finland Vv Vv Vv 73Q1 97Q4 100
France Vv Vv Voo 73Q1 97Q4 100
Germany Vv Vv Voo 73Q1 97Q4 100
Greece vV vV Vv 73Q1 97Q4 100
Hong Kong V 76Q1 97Q4 88
Iceland Vv Vv 73Q1  97Q4 100
Indonesia v/ 73Q1 97Q4 100
Ireland Vv Vv Voo 73Q1 97Q4 100
Ttaly V. J J 73Q1 97Q4 100
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TABLE A.1 (Continued)

Sample
Country EUROPE OECD OPEN Start End T
Japan V V 73Q1 97Q4 100
Jordan v/ 76Q1 97Q3 87
Korea v/ v/ 73Q1 97Q4 100
Luxemburg vV v/ v 73Q1 97Q4 100
Malaysia V 73Q1 97Q4 100
Mauritius V 73Q1 97Q4 100
Mexico V v 73Q1 97Q4 100
Netherlands Vv Vv Voo 73Q1 97Q4 100
New Zealand vV 73Q1 97Q4 100
Norway V v V 73Q1 97Q4 100
Portugal vV vV Vv 73Q1 97Q4 100
Singapore V 73Q1 97Q4 100
Spain vV vV vV 73Q1 97Q4 100
Sweden vV vV v/ 73Q1 97Q4 100
Switzerland vV vV Voo 73Q1 97Q4 100
Thailand V 73Q1 97Q3 99
Turkey V 73Q1 97Q4 100
United Kingdom Vv Vv Vv 73Q1 97Q4 100
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TABLE A.2

Univariate Unit Root Test of PPP
CPI Based Real Exchange Rates

AIC Lag Selection

Country m=4 m=5 m=6 m=7 m=8 p-value T
United Kingdom  / 0.09 95
Austria Vv 0.17 95
Belgium vV 0.18 95
Denmark vV 0.13 95
France Vv 0.16 95
Germany Vv 0.16 95
Ttaly Ni 0.16 95
Luxemburg vV 022 95
Netherlands vV 0.13 95
Norway Vv 023 95
Sweden Vv 0.28 95
Switzerland Vv 012 95
Canada vV 0.57 95
Japan vV 0.28 95
Finland Vv 0.08 95
Greece Vv 0.20 95
Iceland Vv 0.16 95
Ireland vV 0.09 95
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TABLE A.2 (Continued)
AIC Lag Selection”

Country m=4 m=5 m=6 m=7 m=8 p-value’" T
Portugal vV 0.40 95
Spain Vv 021 95
Turkey Vv 0.61 95
Australia Vv 0.36 95
New Zealand  / 0.18 95
Chile vV 039 83
Mexico vV 0.09 95
Barbados vV 0.09 94
Cyprus vV 0.16 95
Jordan V 0.65 82
Hong Kong V 0.81 80
Indonesia Vv 0.95 95
South Korea vV 042 95
Malaysia Vv 0.86 95
Singapore V 0.13 95
Thailand Vv 0.64 94
Botswana Vv 0.16 71
Mauritius vV 0.60 95

Notes: Each country-specific ADF test includes m lags of the change in the real exchange
rate, Agy, where m is determined by the minimum AIC.
@,/ indicates the ADF specification with the minimum AIC.
bProbability value for the univariate ADF test of the null hypothesis that the real exchange
rate contains a unit root.
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TABLE A.3

Sample Membership
WPI Based Real Exchange Rates

Sample

Country EUROPE OECD OPEN Start End T

Australia v/ v/ 73Q1 97Q4 100
Austria v v V 73Q1 97Q4 100
Belgium v v J o 80Q2 97Q4 72

Canada V V 73Q1 97Q4 100
Chile v/ 76Q1 97Q4 88
Denmark v/ v/ v 73Q1 97Q4 100
Finland vV vV Voo 73Q1 97Q4 100
France vV vV Vv 73Q1 97Q4 100
Germany vV vV Vv 73Q1 97Q4 100
Greece Vv Vv Vv 73Q1 97Q4 100
Indonesia vV 73Q1 97Q4 100
Ireland vV v/ v 73Q1 97Q2 98
Ttaly v v /. 73Q1 97Q4 100
Japan V V 73Q1 97Q4 100
Korea v/ v/ 73Q1 97Q4 100
Luxemburg v/ v/ vV 80Q1 97Q4 72

Malaysia v/ 84Q1 97Q2 54
Mexico V V 73Q1 97Q4 100
Netherlands vV Vv Vv 73Q1 97Q4 100
New Zealand V 73Q1 97Q4 100
Norway v/ v/ vV 73Q1 97Q3 99
Singapore v/ 74Q1 97Q4 96
Spain Vv vV Voo 7Q1 97Q4 92

Sweden V v /. 73Q1 97Q4 100
Switzerland Vv vV Vv 73Q1 97Q4 100
Taiwan v/ 73Q1 97Q4 100
Thailand v/ 73Q1 97Q2 99
United Kingdom V v v 73Q1 97Q4 100
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TABLE A4

Univariate Unit Root Test of PPP
WPI Based Real Exchange Rates

AIC Lag Selection®

Country m=4 m=5 m=6 m=7 m=28 p-value® T
United Kingdom vV 0.25 95
Austria v/ 0.11 95
Belgium vV 0.23 67
Denmark v/ 0.20 95
France vV 0.11 95
Germany Vv 0.15 95
Ttaly v 0.18 95
Luxemburg vV 0.28 67
Netherlands vV 022 95
Norway vV 023 94
Sweden Vv 0.18 95
Switzerland Vv 0.11 95
Canada v/ 0.17 95
Japan v/ 025 95
Finland vV 0.14 95
Greece vV 0.13 95
Ireland vV 0.10 93
Spain v/ 021 87
Australia v/ 0.17 95
New Zealand v/ 0.27 95
Chile vV 0.27 83
Mexico vV 0.06 95
Indonesia vV 095 95
South Korea v/ 090 95
Malaysia v/ 047 49
Singapore Vv 054 91
Thailand vV 030 94
Taiwan vV 0.13 93

Notes: Each country-specific ADF test includes m lags of the change in the real exchange
rate, Ag;, where m is determined by the minimum AIC.
@,/ indicates the ADF specification with the minimum AIC.
bProbability value for the univariate ADF test of the null hypothesis that the real exchange
rate contains a unit root.
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TABLE A.5

Monte Carlo Critical Values
Panel Data Unit Root Test: OC-GLS
CPI Based Real Exchange Rates

SAMPLE
Four-Lag Pre-whitening Regression
EUROPE OECD OPEN

Critical Value (t;) Critical Value (t5) Critical Value (t5)
1.0% 5.0% 10.0% 1.0% 5.0% 10.0% 1.0% 5.0% 10.0%
-7.21 -6.60 -6.27 -7.84 -722 -690 -839 -7.79 -743

N=19,T =95 N =25 T=95 N =32,T=93

Six-Lag Pre-whitening Regression
EUROPE OECD OPEN
Critical Value (t5) Critical Value (t5) Critical Value (t5)
1.0% 5.0% 10.0% 1.0% 5.0% 10.0% 1.0% 5.0% 10.0%
-7.22 -6.63 -6.30 -7.84 -723 -6.87 -836 -7.78 -7.44
N=19,T =93 N=25T=093 N =32, T=91

Eight-Lag Pre-whitening Regression
EUROPE OECD OPEN
Critical Value (t;) Critical Value (t5) Critical Value (t5)
1.0% 5.0% 10.0% 1.0% 5.0% 10.0% 1.0% 5.0% 10.0%
-720 -6.60 -6.27 -791 -7.22 -6.89 -840 -7.74 -7.39
N=19,T =091 N =25 T=091 N=32T=89

Notes: All critical values are based on 10,000 Monte Carlo replications. For
each replication, IV random walks of length 1"+ 26 are generated as q; ; = q;1—1 + €54,
where €;; ~ N(0,1) The first 25 observations are discarded to minimize the effect
of the initial value bias. The following specification is estimated using O’Connell’s
(1998) GLS procedure: Ag;; = o+ pgit—1 + i, t =1,...,T, and the 1st, 5th, and
the 10th percentile of the distribution of the ¢-statistic t; for the hypothesis p = 0 are

reported.
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TABLE A.6

Monte Carlo Critical Values
Panel Data Unit Root Test: OC-GLS
WPI Based Real Exchange Rates

SAMPLE
Four-Lag Pre-whitening Regression
EUROPE OECD OPEN

Critical Value (t;) Critical Value (t5) Critical Value (t5)
1.0% 5.0% 10.0% 1.0% 5.0% 10.0% 1.0% 5.0% 10.0%
-6.79 -6.25 -593 -7.54 -6.94 -6.60 -792 -7.32 -6.96

N =16, T =91 N=22T=92 N =26,T =90

Six-Lag Pre-whitening Regression
EUROPE OECD OPEN
Critical Value (t5) Critical Value (t5) Critical Value (t5)
1.0% 5.0% 10.0% 1.0% 5.0% 10.0% 1.0% 5.0% 10.0%
-6.79 -6.22 -5.89 -7.52 -691 -6.57 -7.89 -7.27 -6.93
N =16, T = 89 N =23, T =90 N =26, T =88

Eight-Lag Pre-whitening Regression
EUROPE OECD OPEN
Critical Value (t;) Critical Value (t5) Critical Value (t5)
1.0% 5.0% 10.0% 1.0% 5.0% 10.0% 1.0% 5.0% 10.0%
-6.80 -6.20 -5.87 -7.51 -6.92 -6.58 -7.93 -7.31 -6.95
N =16,T =87 N=22T=88 N =26,T =86

Notes: All critical values are based on 10,000 Monte Carlo replications. For
each replication, IV random walks of length 1"+ 26 are generated as q; ; = q;1—1 + €54,
where €;; ~ N(0,1) The first 25 observations are discarded to minimize the effect
of the initial value bias. The following specification is estimated using O’Connell’s
(1998) GLS procedure: Ag;; = o+ pgit—1 + i, t =1,...,T, and the 1st, 5th, and
the 10th percentile of the distribution of the ¢-statistic t; for the hypothesis p = 0 are

reported.
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TABLE A.7

Monte Carlo Critical Values
Panel Data Unit Root Test: SUR-GLS
CPI Based Real Exchange Rates

SAMPLE
Four-Lag ADF Specification (m = 4)
EUROPE OECD OPEN

Critical Value (t5) Critical Value (t5) Critical Value (t5)
1.0% 5.0% 10.0% 1.0% 5.0% 10.0% 1.0% 5.0% 10.0%
-8.32 -7.65 -7.29 -9.60 -89 -852 -11.27 -10.54 -10.14

N=19,T =95 N=25T=95 N =32,T =93

Six-Lag ADF Specification (m = 6)

EUROPE OECD OPEN
Critical Value (t5) Critical Value (t5) Critical Value (t5)
1.0% 5.0% 10.0% 1.0% 5.0% 10.0% 1.0% 5.0% 10.0%
-8.31 -7.67 -729 -9.64 -892 -855 -11.46 -10.63 -10.19
N=19,T =93 N =25 T=093 N =32, T=91

Eight-Lag ADF Specification (m = 8)

EUROPE OECD OPEN
Critical Value (t5) Critical Value (t5) Critical Value (t5)
1.0% 5.0% 10.0% 1.0% 5.0% 10.0% 1.0% 5.0% 10.0%
-8.39 -769 -7.32 -9.70 -8.96 -857 -11.57 -10.67 -10.22
N=19,T =91 N =25 T=91 N =32 T =89

Notes: All critical values are based on 10,000 Monte Carlo replications. For each
replication, N random walks of length 1"+ m + 26 are generated as g; ; = ¢s,t—1 + €54,
where €+ ~ N(0,1) The first 25 observations are discarded to minimize the effect of
the initial value bias. The following N-equation system of ADF regressions is esti-
mated in a SUR framework with iterative GLS: Aq; 1 = a;+pqit—1+> ey MDA e— o+
M, t =1,...,T, and the 1st, 5th, and the 10th percentile of the distribution of the
t-statistic t; for the hypothesis p = 0 are reported.
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TABLE A.8

Monte Carlo Critical Values
Panel Data Unit Root Test: SUR-GLS
WPI Based Real Exchange Rates

SAMPLE
Four-Lag ADF Specification (m = 4)
EUROPE OECD OPEN

Critical Value (t5) Critical Value (t,) Critical Value (t5)
1.0% 5.0% 10.0% 1.0% 5.0% 10.0% 1.0% 5.0% 10.0%
=774 -7.04 -6.71 -896 -830 -794 -9.86 -9.18 -8.84

N =16,T =91 N=22T=92 N =26,T =90

Six-Lag ADF Specification (m = 6)

EUROPE OECD OPEN
Critical Value (t5) Critical Value (t5) Critical Value (t5)
1.0% 5.0% 10.0% 1.0% 5.0% 10.0% 1.0% 5.0% 10.0%
-7.73 -7.06 -649 -899 -836 -7.95 -10.03 -9.25 -8.86
N =16, T = 89 N =22,T =90 N =26, T =88

Eight-Lag ADF Specification (m = 8)

EUROPE OECD OPEN
Critical Value (t5) Critical Value (t5) Critical Value (t5)
1.0% 5.0% 10.0% 1.0% 5.0% 10.0% 1.0% 5.0% 10.0%
-7.82 -707 -6.69 -9.13 -837 -7.97 -10.08 -9.31 -8.92
N =16, T = 87 N =22, T =88 N =26, T =86

Notes: All critical values are based on 10,000 Monte Carlo replications. For each
replication, N random walks of length 1"+ m + 26 are generated as g; ; = ¢s,t—1 + €54,
where €+ ~ N(0,1) The first 25 observations are discarded to minimize the effect of
the initial value bias. The following N-equation system of ADF regressions is esti-
mated in a SUR framework with iterative GLS: Aq; 1 = a;+pqit—1+> ey MDA e— o+
M, t =1,...,T, and the 1st, 5th, and the 10th percentile of the distribution of the
t-statistic t; for the hypothesis p = 0 are reported.
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TABLE A.9

Mean and Standard Deviation Adjustment Factors
Panel Data Unit Root Test: LL2-GLS
CPI Based Real Exchange Rates

SAMPLE
Four-Lag ADF Specification (m = 4)
EUROPE OECD OPEN
M oG Fp oG Fp o

-0.485 0.892 -0.484 0.889 -0.480 0.947
N=19,T=9 N=25,T=9 N=32,T=93

Six-Lag ADF Specification (m = 6)

EUROPE OECD OPEN
,u’fTv ox ,u’fTv ox ,u’fTv ox

T T T
0471 0903 -0.470  0.931 -0.465  0.990
N=19,T=93 N=25T=93 N=32,T=091

Eight-Lag ADF Specification (m =
EUROPE OECD OPEN

% % % % % %

Kz o7 Kz o7 Kz 97
~0.457 0.951 -0.454 0.988 -0.450 1.030
N=19,T=91 N=25T=91 N=32T=289

Notes: The mean and the variance adjustment factors used to stan-
dardize the LL2-GLS statistic are based on 10,000 Monte Carlo repli-
cations. For each replication, N random walks of length T" 4 m + 26 are
generated as ¢;; = ¢;¢1—1 + €, where €, ~ N(0,1) The first 25 obser-
vations are discarded to minimize the effect of the initial value bias. As
described in the text, first a GLS transformation is performed on the
data, rendering the error term cross-sectionally homoscedastic, then the
computational test procedure follows Levin and Lin (1993).
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TABLE A.10

Mean and Standard Deviation Adjustment Factors
Panel Data Unit Root Test: LL2-GLS
WPI Based Real Exchange Rates

SAMPLE
Four-Lag ADF Specification (m = 4)
EUROPE OECD OPEN
M oG Hp oG Fp i

-0.486 0.869 -0.482 0.902 -0.480 0.921
N=16,T=91 N=22T=92 N=26,17T=90

Six-Lag ADF Specification (m = 6)

EUROPE OECD OPEN
,u’fTv ox ,u’fTv ox ,u’fTv ox

T T T
-0.467 0.926 -0.469 0.934 -0.466 0.958
N=16,T=89 N=22,T=90 N =26,T =88

Eight-Lag ADF Specification (m =
EUROPE OECD OPEN

% % % % % %

i o i o Py o7
-0.453 0972 -0.452  0.973 -0.451  0.993
N=16,T=87 N=22,T=8 N=26T=86

Notes: The mean and the standard deviation adjustment factors
used to standardize the LL2-GLS statistic are based on 10,000 Monte
Carlo replications. For each replication, N random walks of length 7"+
m+ 26 are generated as g;; = ¢;t—1+ €;,¢, where €, ~ N(0,1) The first
25 observations are discarded to minimize the effect of the initial value
bias. As described in the text, first a GLS transformation is performed
on the data, rendering the error term cross-sectionally homoscedastic,
then the computational test procedure follows Levin and Lin (1993).
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TABLE A.11

Mean and Variance Adjustment Factors
Panel Data Unit Root Test: ITPS-GLS
CPI Based Real Exchange Rates

SAMPLE
Four-Lag ADF Specification (m = 4)
EUROPE OECD OPEN
aNT byt aNT byt aNT byt

-1.433 0.825 -1.414 0.836 -1.394 0.857
N=19,T=9 N=25,T=9 N=32,T=93

Six-Lag ADF Specification (m = 6)
EUROPE OECD OPEN
anTt byt anTt byt anrt byt

1412 0.847 -1.391  0.866 -1.362  0.887
N=19,T=93 N=25,T=93 N=232T=091

Eight-Lag ADF Specification (m = 8)

EUROPE OECD OPEN
aNT byt aNT byt anNT byt
-1.382 0.882 -1.359 0.901 -1.330 0.921
N=19,T=91 N=25,T=91 N=32,T=89

Notes: The mean and the variance adjustment factors used to stan-
dardize the ITPS—GLS statistic are based on 10,000 Monte Carlo repli-
cations. For each replication, N random walks of length T"+ m + 26 are
generated as ¢;; = ¢;¢1—1 + €, where €, ~ N(0,1) The first 25 obser-
vations are discarded to minimize the effect of the initial value bias. As
described in the text, first a GLS transformation is performed on the
data, rendering the error term cross-sectionally homoscedastic, then the
computational test procedure follows Im, Pesaran, and Shin (1995).
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TABLE A.12

Mean and Variance Adjustment Factors
Panel Data Unit Root Test: IPS-GLS
WPI Based Real Exchange Rates

SAMPLE
Four-Lag ADF Specification (m = 4)
EUROPE OECD OPEN
aNT byt aNT byt aNT byt

-1.437 0.823 -1.424 0.835 -1.406 0.846
N=16,T=91 N=22T=92 N=26,T7T=90

Six-Lag ADF Specification (m = 6)
EUROPE OECD OPEN
anTt byt anTt byt anrt byt

1412 0.851 -1.392  0.869 -1.377  0.880
N=16,T=8) N=22T=90 N =26 T=S88

Eight-Lag ADF Specification (m = 8)

EUROPE OECD OPEN
aNT byt aNT byt anNT byt
-1.384 0.879 -1.363 0.899 -1.346 0.916
N=16,T=87 N=22,T=8 N=26,T =286

Notes: The mean and the variance adjustment factors used to stan-
dardize the ITPS—GLS statistic are based on 10,000 Monte Carlo repli-
cations. For each replication, N random walks of length T"+ m + 26 are
generated as ¢;; = ¢;¢1—1 + €, where €, ~ N(0,1) The first 25 obser-
vations are discarded to minimize the effect of the initial value bias. As
described in the text, first a GLS transformation is performed on the
data, rendering the error term cross-sectionally homoscedastic, then the
computational test procedure follows Im, Pesaran, and Shin (1995).
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